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This Specification defines the Network Management requirements to support a DOCSIS® 2.0 environment.
More specifically, the specification details the SNMPv3 protocol and how it coexists with SNMP v1/v2. The
RFCs and Management Information Base (MIB) requirements are detailed as well as interface numbering,
filtering, event notifications, etc. Basic network-management principles such as account, configuration, fault,
and performance management are incorporated in this specification for better understanding of managing a high-
speed cable modem environment.

1.2 Requirements

Throughout this document, the words that are used to define the significance of particular requirements are
capitalized. These words are:

MUST Thisword or the adjective “REQUIRED” means that the item is an absolute
requirement of this specification.

MUST NOT This phrase means that the item is an absol ute prohibition of this specification.

SHOULD Thisword or the adjective “RECOMMENDED” means that there may exist valid

reasons in particular circumstances to ignore thisitem, but the full implications should
be understood and the case carefully weighed before choosing a different course.

SHOULD NOT This phrase means that there may exist valid reasons in particular circumstances when
the listed behavior is acceptable or even useful, but the full implications should be
understood and the case carefully weighed before implementing any behavior
described with this label.

MAY Thisword or the adjective “OPTIONAL” means that thisitem is truly optional. One
vendor may choose to include the item because a particular marketplace requiresit or
because it enhances the product, for example; another vendor may omit the same item.

This document defines many features and parameters, and a valid range for each parameter is usually specified.
Equipment (CM and CMTS) requirements are always explicitly stated. Equipment must comply with all
mandatory (MUST and MUST NOT) requirementsto be considered compliant with this specification. Support of
non-mandatory features and parameter valuesis optional.



kbarringer


SP-0OSSIv2.0-105-040407 Data-Over-Cable Service Interface Specifications

This page intentionally | eft blank.




Operations Support System Interface Specification SP-0OSSIv2.0-105-040407

2 References (normative/informative)1

[DOCSIS1] DOCSIS Cable Modem Termination System - Network-Side Interface Specification SP-CMTS-
NSI-101-960702

[DOCSIS2] DOCSIS Cable Modem to Customer Premise Equipment Interface Specification SP-CMCI-109-
030730

[DOCSIS4] DOCSIS Telephony Return Interface Specification SP-CMTRI-101-970804
[DOCSIS5] DOCSIS Radio Frequency Interface Specification SP-RFIv2.0-104-030730
[DOCSIS6] DOCSIS Baseline Privacy Plus Interface Specification SP-BPI+-110-030730

[ID-IGMP] Fenner, W., IGMP-based Multicast Forwarding (“IGMP Proxying”), IETF Internet Draft, http://
www.ietf.org/internet-drafts/draft-fenner-igmp-proxy-03.txt.

[IETF3] draft-ietf-ipcdn-igmp-mib-00.txt, H. Abramson, “DOCSIS 1.1 IGMP MIB”, June 1999

[IETF4] draft-ietf-ipcdn-qos-mib-04.txt, Mike Patrick, “ Data Over Cable System Quality of Service
Management Information Base”, Oct. 18, 2000

[IETF6] Proposed Standard RFC version of BPI+ MIB, “draft-ietf-ipcdn-bpiplus-05.txt” 2
[TETF7] Proposed Standard RFC version of USB MIB, “draft-ietf-xxxx-xxxx-xxxx-00.txt"

[TETF9] Proposed Standard RFC version of Customer Management M1B, “draft-ietf-i pcdn-subscriber-mib-
02.txt”

[IETF10] S. Cheshire, B. Abaoba, and E. Guttman, “Dynamic Configuration of 1Pv4 Link-Local Addresses’,
internet-draft draft-ietf-zeroconf-ipv4-linklocal-10.txt3

[IETF11] RaftusDavid, Goren Aviv, "Proposed Standard RFC version of Radio Frequency (RF) Interface
Mib", draft-ietf-ipcdn-docs-rfmibv2-05.txt*

[NDM-U 3.1] *“Network Data Management — Usage (NDM-U) For |P-Based Services’, Version 3.1, IPDR.org,
April 15, 2002.

[RFC 1157] Schoffstall, M., Fedor, M., Davin, J. and Case, J., A Simple Network Management Protocol
(SNMP), IETF RFC 1157, May, 1990

[RFC 1213] K. McCloghrie and M. Rose. Management Information Base for Network Management of TCP/
IP-base internets: MIB-I11, IETF RFC 1213, March, 1991

L Deleted reference to RFI-MIB-IPCDN-DRAFT per ECN OSS2-N-03069 by GO on 07/11/03.

Revised thisreference (and rescinded ECN OSS2-N-02234) per ECN OSS2-N-03021 by GO on 03/21/03.
Revised this reference per ECN OSSIv2.0-N-03.0117-2 by GO on 02/19/04.

4 Added this reference per ECN 0SS2-N-03069 by GO on 07/11/03.

N

w




SP-0OSSIv2.0-105-040407 Data-Over-Cable Service Interface Specifications

[RFC 1224] L. Steinberg., Techniquesfor Managing Asynchronously Generated Alerts, IETF RFC 1224, May,
1991

[RFC 1493] E. Decker, P. Langille, A. Rijsinghani, and K.McCloghrie., Definitions of Managed Objects for
Bridges, IETF RFC 1493, July, 1993

[RFC 1901] Case, J., McCloghrie, K., Rose, M. and S. Waldbusser, “ Introduction to Community-based
SNMPv2”, RFC 1901, January, 1996.

[[RFC 1952] Deutsch, P, “GZIP file format specification version 4.3", RFC 1952, May, 1996.

[RFC 2011] K. McCloghrie, “Category: Standards Track SNMPv2 Management Information Base for the
Internet Protocol using SM1v2”, November 1996

[RFC 2013] K. McCloghrie, “Category: Standards Track SNMPv2 Management Information Base for the
User Datagram Protocol using SMIv2”, November 1996

[RFC 2132] S. Alexander, R. Droms. DHCP Options and BOOTP Vendor Extensions. IETF RFC 2132.
March, 1997.

[RFC 2576] R.Frye, D. Levi, S. Routhier, B. Wijnen, “ Coexistence between Version 1, Version 2, and Version
3 of the Internet-Standard and Network Management Framework”, RFC 2576, March 2000.

[RFC 2578] McCloghrie, K., Perkins, D., Schoenwaelder, J., Case, J., Rose, M. and S. Waldbusser, “ Structure
of Management Information Version 2 (SMIv2)”, STD 58, RFC 2578, April 1999

[RFC 2579] McCloghrie, K., Perkins, D., Schoenwaelder, J., Case, J.,, Rose, M. and S. Waldbusser, “ Textual
Conventions for SMIv2”, STD 58, RFC 2579, April 1999

[RFC 2580] McCloghrie, K., Perkins, D., Schoenwaelder, J., Case, J., Rose, M. and S. Waldbusser,
“Conformance Statements for SM1v2”, STD 58, RFC 2580, April 1999

[RFC 2665] J. Flick, J. Johnson, “ Definitions of Managed Objects for the Ethernet-like Interface Types’,
August 1999

[RFC 2669] M. St. Johns, “DOCSIS Cable Device MIB Cable Device Management Information Base for
DOCSIS compliant Cable Modems and Cable Modem Termination Systems’, August 1999

[RFC 2670] M. St. Johns, “Radio Freguency (RF) Interface Management Information Base for MCNS/
DOCSIS compliant RF interfaces’, August 1999

[RFC 2786] stjohns-snmpv3-dhkeychange-mib-01.txt, Michael C. St. Johns, “Diffie-Helman USM Key MIB
August 1999 Diffie-Helman USM Key Management Information Base and Textual Convention”, Aug. 6, 1999

[RFC 2863] K. McCloghrie, F. Kastenholz, “ The Interfaces Group MIB”, June 2000.

[RFC 2933] McCloghrie, K., Farinacci, D., Thaler, D., “Internet Group Management Protocol MIB”, RFC
2933

[RFC 3083] R.Woundy, “Baseline Privacy Interface Management Information Base for DOCSIS Compliant
Cable Modems and Cable Modem Termination Systems’, RFC 3083, March 2001.

[RFC 3410] J. Case, R. Mundy, D. Partain, B. Stewart, Introduction and Applicability Statements for Internet-
Standard Management Framework, December 2002.




Operations Support System Interface Specification SP-0OSSIv2.0-105-040407

[RFC 3411] D. Harrington, R. Presuhn, B. Wijnen, An Architecture for Describing Simple Network
Management Protocol (SNMP) Management Frameworks, December 2002.

[RFC 3412] J. Case, D. Harrington, R. Presuhn, B. Wijnen, Message Processing and Dispatching for the
Simple Network Management Protocol (SNMP), December 2002.

[RFC 3413] D. Levi, P. Meyer, B. Stewart, Simple Network Management Protocol (SNMP) Applications,
December 2002.

[RFC 3414] U. Blumenthal, B. Wijnen, User-based Security Model (USM) for version 3 of the Simple
Network Management Protocol (SNMPv3), December 2002.

[RFC 3415] B. Wijnen, R. Presuhn, K. McCloghrie, View-based Access Control Model (VACM) for the
Simple Network Management Protocol (SNMP), December 2002.

[RFC 3416] R. Presuhn, Ed., Version 2 of the Protocol Operations for the Simple Network Management
Protocol (SNMP), December 2002.

[RFC 3417] R. Presuhn, Ed., Transport Mappings for the Simple Network Management Protocol (SNMP),
December 2002.

[RFC 3418] R. Presuhn, Ed., Management Information Base (MIB) for the Simple Network Management
Protocol (SNMP), December 2002.

[SYSLOG] R.C.Lonvick, "The BSD syslog Protocol", Informational RFC 3164, August 20011

L Added reference per ECN OSSIv2.0-N-03.0117-2 by GO on 2/19/04.




SP-0OSSIv2.0-105-040407 Data-Over-Cable Service Interface Specifications

This page intentionally | eft blank.




Operations Support System Interface Specification SP-0OSSIv2.0-105-040407

3 Glossary (informative)

Active Service Flow An admitted Service Flow from the CM to the CMTS which is available for packet
transmission.

Address Resolution Protocol (ARP) A protocol of the IETF for converting network addresses to 48-bit
Ethernet addresses.

Admitted Service Flow A Service Flow, either provisioned or dynamically signaled, which is authorized and
for which resources have been reserved but is not active.

Allocation A group of contiguous mini-slotsin a MAP which constitute a single transmit opportunity.
American National Standards Institute (ANSI) A US standards body.

Asynchronous Transfer Mode (ATM) A protocol for the transmission of avariety of digital signals using
uniform 53-byte cells.

A-TDMA DOCSIS 2.0 TDMA mode (as distinguished from DOCSIS 1.x TDMA).

Authorization Module The authorization module is an abstract module that the CMTS can contact to
authorize Service Flows and Classifiers. The authorization module tellsthe CM TS whether the requesting CM is
authorized for the resourcesiit is requesting.

Availability In cabletelevision systems, availability isthe long-term ratio of the actual RF channel operation
time to scheduled RF channel operation time (expressed as apercent value) and is based on a bit error rate (BER)
assumption.

Bandwidth Allocation Map The MAC Management Message that the CMTS uses to allocate transmission
opportunitiesto CMs.

Bridge Protocol Data Unit (BDU) Spanning tree protocol messages as defined in [ISO/IEC10038].

Broadcast Addresses A predefined destination address that denotes the set of all data network service access
points.

Burst A single continuous RF signal from the upstream transmitter, from transmitter on to transmitter off.
Burst Error Second Any Errored Second containing at least 100 errors.

Cable Modem (CM) A modulator-demodulator at subscriber locations intended for use in conveying data
communications on a cable television system.

Cable Modem Termination System (CMTS) Cable modem termination system, located at the cable
television system head-end or distribution hub, which provides complementary functionality to the cable
modems to enable data connectivity to awide-area network.

Cable Modem Termination System - Network Side Interface (CMTS-NSI) Theinterface, defined in
[DOCSIS 1], between a CM TS and the equipment on its network side.

Cable Modem to CPE Interface (CMCI) Theinterface, defined in [DOCSIS 4], between a CM and CPE.
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Carrier Hum Modulation The peak-to-peak magnitude of the amplitude distortion relative to the RF carrier
signal level due to the fundamental and low-order harmonics of the power-supply frequency.

Carrier-to-Noise Ratio (C/N or CNR) Theratio of signal power to noise power in the defined measurement
bandwidth. For digital modulation, CNR = E{/N,, the energy-per-symbol to noise-density ratio; the signal power
is measured in the occupied bandwidth, and the noise power is normalized to the modul ation-rate bandwidth.
For video, the measurement bandwidth is4 MHz.

CCCM CPE Controlled Cable Modem. Refer to the DOCSIS Cable Modem to Customer Premise Equipment
Interface (CMCI) specification.

Channel The frequency spectrum occupied by asignal. Usually specified by center frequency and bandwidth
parameters.

Chip Each of the 128 bits comprising the SSCDMA spreading codes.
Chip Duration The time to transmit one chip of the SSCDMA spreading code. The inverse of the chip rate.

Chip Rate Therate at which individua chips of the SSCDMA spreading codes are transmitted. (1280 to 5120
kHz)

Classifier A set of criteriaused for packet matching according to TCP, UDP, IR, LLC, and/or 802.1P/Q packet
fields. A classifier maps each packet to a Service Flow. A Downstream Classifier is used by the CMTS to assign
packets to downstream service flows. An Upstream Classifier is used by the CM to assign packets to upstream
service flows.

Code Hopping Matrix A shifted version of the reference code matrix (see below) that is used when code
hopping is employed to vary the codes used by each CM. The Code Hopping Matrix is either 128 rows by 128
columns (when all 128 codes are active) or is 127 rows by 128 columns (when less than 128 codes are active in
the SSCDMA spreader-on frame). When less than 128 codes are active, Code O (all ones) is deleted from the
matrix, but all remaining codes are till cycled through even if less than 127 codes are active in aframe.

Composite Second Order Beat (CSO) The peak of the average level of distortion products due to second-
order non-linearitiesin cable system equipment.

Composite Triple Beat (CTB) The peak of the average level of distortion components due to third-order non-
linearitiesin cable system equipment.

Cross-Modulation A form of television signal distortion where modulation from one or more television
channelsisimposed on another channel or channels.

Customer See End User.

Customer Premises Equipment (CPE) Equipment at the end user’s premises; MAY be provided by the end
user or the service provider.

DataLink Layer Layer 2 inthe Open System Interconnection (OSI) architecture; the layer that provides
services to transfer data over the transmission link between open systems.

Distribution Hub A location in a cable television network which performs the functions of a head-end for
customersin itsimmediate area, and which receives some or all of itstelevision program material from a Master
Head-end in the same metropolitan or regional area.

Downstream In cable television, the direction of transmission from the head-end to the subscriber.
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Drop Cable Coaxial cable that connects to aresidence or service location from a directional coupler (tap) on
the nearest coaxial feeder cable.

Dynamic Host Configuration Protocol (DHCP) An Internet protocol used for assigning network-layer (1P)
addresses.

Dynamic Range Theratio between the greatest signal power that can be transmitted over a multichannel
anal og transmission system without exceeding distortion or other performance limits, and the least signal power
that can be utilized without exceeding noise, error rate or other performance limits.

Electronic Industries Association (EIA) A voluntary body of manufacturers which, among other activities,
prepares and publishes standards.

End User A human being, organization, or telecommunications system that accesses the network in order to
communicate via the services provided by the network.

Engineering Change Notice The final step in the procedure to change specifications.

Engineering Change Order The second step in the procedure to change specifications. DOCSIS posts ECO
to web site EC table and ECO page (with indication of ECO Comment Deadline). DOCSIS issues ECO
announcement to DOCSI S-announce and working group mail lists (with indication of ECO Comment Deadling).
Engineering Change Request Thefirst step in the procedure to change specifications. DOCSIS issues ECR
number, posts to web site EC table and ECR page. DOCSI S sends ECR to subject area working group mail list
(and author).

Errored Second Any 1-secinterval containing at least one bit error.

Extended Subsplit A freguency division scheme that allows bidirectional traffic on a single coaxial cable.
Reverse path signals come to the head-end from 5 to 42 MHz. Forward path signals go from the head-end from
50 or 54 MHz to the upper frequency limit.

Feeder Cable Coaxial cablesthat run along streets within the served area and connect between the individual
taps which serve the customer drops.

Fiber Distributed Data Interface (FDDI) A fiber-based LAN standard.
Fiber Node A point of interface between afiber trunk and the coaxial distribution.

Forward Channel Thedirection of RF signal flow away from the head-end toward the end user; equivalent to
Downstream.

Frame See MAC frame, SSCDMA frame, and MPEG frame.

Group Delay Thedifference in transmission time between the highest and lowest of several frequencies
through a device, circuit or system.

Guard Time Minimum time allocated between bursts in the upstream referenced from the symbol center of
the last symbol of a burst to the symbol center of the first symbol of the following burst. The guard time should
be at least the duration of five symbols plus the maximum system timing error.

Harmonic Related Carrier (HRC) A method of spacing television channels on a cable television systemin
exact 6-MHz increments, with all carrier frequencies harmonically related to a common reference.
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Head-end The central location on the cable network that is responsible for injecting broadcast video and other
signals in the downstream direction. See also Master Head-End, Distribution Hub.

Header Protocol control information located at the beginning of a protocol data unit.

High Frequency (HF) Used in this document to refer to the entire subsplit (5-30 MHZz) and extended subsplit
(5-42 MHz) band used in reverse channel communications over the cable television network.

High Return A frequency division scheme that allows bi-directional traffic on asingle coaxial cable. Reverse
channel signals propagate to the head-end above the downstream passband.

Hum Modulation Undesired modulation of the television visual carrier by the fundamental or low-order
harmonics of the power supply frequency, or other low-frequency disturbances.

Hybrid Fiber/Coax (HFC) System A broadband bidirectional shared-media transmission system using fiber
trunks between the head-end and the fiber nodes, and coaxial distribution from the fiber nodes to the customer
locations.

Incremental Related Carriers(IRC) A method of spacing NTSC television channels on a cable television
system in which all channels except 5 and 6 correspond to the standard channel plan, used to reduce composite
triple beat distortions.

Institute of Electrical and Electronic Engineers (IEEE) A voluntary organization which, among other
things, sponsors standards committees and is accredited by the American National Standards Institute.

International Electrotechnical Commission (IEC)  Aninternational standards body.

International Organization for Sandardization (ISO) An international standards body, commonly known
asthe International Standards Organization.

Internet Control Message Protocol (ICMP)  An Internet network-layer protocol.

Internet Engineering Task Force (IETF) A body responsible, among other things, for devel oping standards
used in the Internet.

Internet Group Management Protocol (IGMP) A network-layer protocol for managing multicast groups on
the Internet

Impulse Noise Noise characterized by non-overlapping transient disturbances.

Information Element The fieldsthat make up a MAP and define individual grants, deferred grants, etc.
Internet Protocol (IP) An Internet network-layer protocol.

Interval Usage Code A fieldin MAPsand UCDsto link burst profilesto grants.

Latency Thetime, expressed in quantity of symbols, taken for asignal element to pass through a device.

Layer A subdivision of the Open System Interconnection (OSI) architecture, constituted by subsystems of the
same rank

Link Layer SeeDatalLink Layer.
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Local Area Network (LAN) A non-public data network in which serial transmission is used for direct data
communication among data stations located on the user’s premises.

Logical Link Control (LLC) procedure Inalocal areanetwork (LAN) or a Metropolitan Area Network
(MAN), that part of the protocol that governs the assembling of data link layer frames and their exchange
between data stations, independent of how the transmission medium is shared.

Logical (Upstream) Channel A MAC entity identified by a unique channel 1D and for which bandwidth is
allocated by an associated MAP message. A physical upstream channel may support multiple logical upstream
channels. The associated UCD and MAP messages completely describe the logical channel.

MAC Frame MAC header plus optional PDU.
MAC Service Access Point  An attachment to aMAC-sublayer domain.
MAP  See Bandwidth Allocation Map.

Master Head-End A head-end which collects television program material from various sources by satellite,
microwave, fiber and other means, and distributes this material to Distribution Hubs in the same metropolitan or
regional area. A Master Head-End MAY also perform the functions of a Distribution Hub for customersin its
own immediate area.

Mean Timeto Repair (MTTR) In cabletelevision systems, the MTTR is the average elapsed time from the
moment aloss of RF channel operation is detected up to the moment the RF channel operation isfully restored.

Media Access Control (MAC) address The “built-in" hardware address of a device connected to a shared
medium.

Media Access Control (MAC) procedure Inasubnetwork, that part of the protocol that governs accessto the
transmission medium independent of the physical characteristics of the medium, but taking into account the
topological aspects of the subnetworks, in order to enable the exchange of data between nodes. MAC procedures
include framing, error protection, and acquiring the right to use the underlying transmission medium.

Media Access Control (MAC) sublayer The part of the data link layer that supports topol ogy-dependent
functions and uses the services of the Physical Layer to provide services to the logical link control (LLC)
sublayer.

Micro-reflections Echoesin the forward transmission path due to departures from ideal amplitude and phase
characteristics.

Mid Split A frequency division scheme that allows bi-directional traffic on asingle coaxial cable. Reverse
channel signals propagate to the head-end from 5 to 108 MHz. Forward path signals go from the head-end from
162 MHz to the upper frequency limit. The diplex crossover band is located from 108 to 162 MHz.

Mini-Slot A “mini-slot” is an integer multiple of 6.25-microsecond increments.

Modulation Rate The signaling rate of the upstream modulator (1280 to 5120 kHz). In SSCDMA, the chip
rate. In TDMA, the channel symboal rate.

Moving Picture Experts Group (MPEG) A voluntary body which develops standards for digital compressed
moving pictures and associated audio.

Multipoint Access User access in which more than one terminal equipment is supported by a single network
termination.

11
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Multipoint Connection A connection among more than two data network terminations.

National Cable Television Association (NCTA) A voluntary association of cable television operators which,
among other things, provides guidance on measurements and objectives for cable television systemsin the USA.

National Television Systems Committee (NTSC) Committee which defined the analog color television
broadcast standard used today in North America.

Network Layer Layer 3 inthe Open Systems Interconnection (OSI) architecture; the layer that provides
services to establish a path between open systems.

Network Management The functions related to the management of data link layer and physical layer
resources and their stations across the data network supported by the hybrid fiber/coax system.

Number Of Allocated Codes Thetotal number of codes which asingle CM usesin asingle SSCDMA frame.
This number is determined by the size of the grants in minislots and the mapping of these minisiotsto SCDMA
frames (note that a CM may receive multiple grants which are mapped to asingle SSCDMA frame). The number
of alocated codes can be in the range of the number of Codes per Mini-slot to the number of active codes, and
may vary from frame to frame, but is constant within an SSCDMA frame.

Open Systems Interconnection (OSI) A framework of SO standards for communication between different
systems made by different vendors, in which the communications processis organized into seven different
categories that are placed in alayered sequence based on their relationship to the user. Each layer usesthe layer
immediately below it and provides a service to the layer above. Layers 7 through 4 deal with end-to-end
communication between the message source and destination, and layers 3 through 1 deal with network functions.

Organizationally Unique I dentifier (OUI) A 3-octet | EEE assigned identifier that can be used to generate
Universal LAN MAC addresses and Protocol Identifiers per ANSI/IEEE Std 802 for usein Local and
Metropolitan Area Network applications.

Packet | dentifier (PID) A uniqueinteger value used to identify elementary streams of a program in asingle-
or multi-program MPEG-2 stream.

Partial Grant A grant that is smaller than the corresponding bandwidth request from the CM.

Payload Header Suppression The suppression of the header in a payload packet. (e.g., the suppression of the
Ethernet header in forwarded packets)

Payload Unit Sart Indicator (PUSI) A flagin an MPEG header. A value of 1 indicates the presence of a
pointer field as the first byte of the payload.

Physical (PHY) Layer Layer 1inthe Open System Interconnection (OSl) architecture; the layer that provides
services to transmit bits or groups of bits over atransmission link between open systems and which entails
electrical, mechanical and handshaking procedures.

Physical Media Dependent (PM D) Sublayer A sublayer of the Physical Layer which is concerned with
transmitting bits or groups of bits over particular types of transmission link between open systems and which
entails electrical, mechanical and handshaking procedures.

Primary Service Flow All CMs have a Primary Upstream Service Flow and a Primary Downstream Service
Flow. They ensure that the CM is always manageable and they provide a default path for forwarded packets that
are not classified to any other Service Flow
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Program-Specific Information (PSI) In MPEG-2, normative data necessary for the demultiplexing of
Transport Streams and the successful regeneration of programs.

Program Stream In MPEG-2, amultiplex of variable-length digital video and audio packets from one or more
program sources having a common time-base.

Protocol A set of rules and formats that determines the communication behavior of layer entitiesin the
performance of the layer functions.

Provisioned Service Flow A Service Flow that has been provisioned as part of the Registration process, but
has not yet been activated or admitted. It may still require an authorization exchange with a policy module or
external policy server prior to admission.

QoS Parameter Set  The set of Service Flow Encodings that describe the Quality of Service attributes of a
Service Flow or a Service Class.

Quadrature Amplitude Modulation (QAM) A method of modulating digital signals onto a radio-frequency
carrier signal involving both amplitude and phase coding.

Quadrature Phase-Shift Keying (QPSK) A method of modulating digital signals onto a radio-frequency
carrier signal using four phase states to code two digital bits.

Radio Freguency (RF) In cabletelevision systems, thisrefers to electromagnetic signalsin therange 5 to
1000 MHz.

Reference Code Matrix A 128-by-128 element matrix formed by stacking successive spreading codes on top
of each other, i.e., the bottom row of the reference code matrix is Code O (all ones) and the top row is Code 127.
The code elements are placed in the matrix from right to left, i.e., the right-most column of the code matrix isthe
first element of each code, and the left-most column isthe last element of each code.

Request For Comments (RFC) A technical policy document of the IETF; these documents can be accessed
on the World Wide Web at http://www.rfc-editor.org/.

Return Loss The parameter describing the attenuation of a guided wave signal (e.g., viaacoaxial cable)
returned to a source by a device or medium resulting from reflections of the signal generated by the source.

Reverse Channel  The direction of signal flow towards the head-end, away from the subscriber; equivalent to
Upstream.

Routing Information Protocol (RIP) A protocol of the IETF for exchanging routing information about |P
networks and subnets.

S-CDMA Frame A two dimensional representation of mini-slots, where the dimensions are codes and time.
An S-CDMA frameis composed of p active codesin the code dimension and K spreading intervalsin the time
dimension. Within the SSCDMA frame, the number of mini-slotsis determined by the number of codes per mini-
dot (c) and p, the number of active codesin the SSCDMA frame. Each SSCDMA frame thus contains s mini-
dlots, where s=p/c, and each mini-slot contains c*K information (QAM) symbols.

S-CDMA Subframe A subframeisavertically-smaller subset of an SSCDMA frame over which interleaving

is performed, where the vertical dimension isR’ codes, where R’ < p (the number of active codes). A subframeis
generally used to constrain the interleaving region to be of asimilar size to the Reed-Solomon codeword in order
to provide protection from impul se noise.

Security Association Identifier A Baseline Privacy security identifier betweenaCMTS and aCM.
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Service Access Point (SAP) The point at which services are provided by one layer, or sublayer to the layer
immediately aboveit.

ServiceClass A set of queuing and scheduling attributes that is named and that is configured at the CMTS. A
Service Classisidentified by a Service Class Name. A Service Class has an associated QoS Parameter Set.

Service ClassName An ASCII string by which a Service Class may be referenced in modem configuration
files and protocol exchanges.

Service Data Unit (SDU) Information that is delivered as a unit between peer service access points

Service Flow A MAC-layer transport service which:

e Provides unidirectional transport of packets from the upper layer service entity to the RF;
*  Shapes, polices, and prioritizes traffic according to QoS traffic parameters defined for the Flow.

Service Flow Identifier (SFID) Anidentifier assigned to a service flow by the CMTS. [32 bits]

Service Flow Reference A message parameter in Configuration Files and Dynamic Service MAC messages
used to associate Classifiers and other objects in the message with the Service Flow Encodings of a requested
Service Flow.

Service ldentifier (SID) A Service Flow Identifier assigned by the CMTS (in addition to a Service Flow
Identifier) to an Active or Admitted Upstream Service Flow. [14 bits]

Simple Networ k Management Protocol (SNMP) A network management protocol of the IETF.
Spectrum Management System (SMS) A system, defined in [SMS], for managing the RF cable spectrum.

Spread Symbol Or Spreading Interval At the output of the spreader, a group of 128 chips which comprise a
single SCDMA spreading code, and are the result of spreading a single information (QAM) symbol. One spread
symbol = one spreading interval = 128 chips = one information (QAM) symbol.

Spreader-Off SCDMA Burst A transmission from asingle CM in a spreader-off frame on an SSCDMA
channel defined by the time in which the CM’s transmitter turns on to the time it turns off. There will generally
be several spreader off bursts in a spreader-off frame.

Spreader-Off SCDMA Frame TDMA mini-slots on an SSCDMA channel in which the spreader is turned
off. These are differentiated from TDMA bursts on a TDMA channel in that, for example, the number of mini-
slots per spreader-off SCDMA burst frame is constrained to be the same as the number of mini-slotsin a
spreader-on SCDMA frame (s). This number of mini-slotswill be less than the number of TDMA mini-dotsina
TDMA channel over the sametime interval if the number of active codesis significantly less than 128.

Spreading Interval Timeto transmit asingle complete SSCDMA spreading code, equal to the time to transmit
128 chips. Also, time to transmit a single information (QAM) symbol on an SSCDMA channel. See also Spread
Symbol.

Sub-Channd A logical channel sharing same upstream spectrum (RF center frequency and RF channel) with
other logical channels.

Sublayer A subdivision of alayer in the Open System Interconnection (OSl) reference model.

Subnetwork  Subnetworks are physically formed by connecting adjacent nodes with transmission links.
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Subnetwork Access Protocol (SNAP)  An extension of the LLC header to accommodate the use of 802-type
networks as | P networks.

Subscriber  See End User.

Subsplit A frequency-division scheme that allows bi-directional traffic on asingle cable. Reverse path signals
come to the head-end from 5 to 30 (up to 42 on Extended Subsplit systems) MHz. Forward path signals go from
the head-end from 50 or 54 MHz to the upper frequency limit of the cable network.

Subsystem Anelement inahierarchical division of an Open System that interacts directly with elementsin the
next higher division or the next lower division of that open system.

System Clock Period The period of the 10.24 MHz system clock, nominally 97.65625 ns.

Systems Management  Functions in the application layer related to the management of various open systems
Interconnection (OSI) resources and their status across all layers of the OS| architecture.

Tick 6.25-microsecond time intervals that are the reference for upstream mini-slot definition and upstream
transmission times.

Tilt Maximum difference in transmission gain of a cable television system over a given bandwidth (typically
the entire forward operating frequency range).

Transit Delay Thetime difference between the instant at which the first bit of a PDU crosses one designated
boundary, and the instant at which the last bit of the same PDU crosses a second designated boundary.

Transmission Control Protocol (TCP) A transport-layer Internet protocol which ensures successful end-to-
end delivery of data packets without error.

Transmission Convergence Sublayer A sublayer of the Physical Layer that provides an interface between the
DataLink Layer and the PMD Sublayer.

Transmission Link  The physical unit of a subnetwork that provides the transmission connection between
adjacent nodes.

Transmission Medium The material on which information signals may be carried; e.g., optical fiber, coaxial
cable, and twisted-wire pairs.

Transmission System The interface and transmission medium through which peer physical layer entities
transfer bits.

Transmit On/Off Ratio In multiple-access systems, the ratio between the signal powers sent to line when
transmitting and when not transmitting.

Transport Sream  In MPEG-2, a packet-based method of multiplexing one or more digital video and audio
streams having one or more independent time bases into a single stream.

Trivial File-Transfer Protocol (TFTP) An Internet protocol for transferring files without the requirement for
user names and passwords that is typically used for automatic downloads of data and software.

Trunk Cable Cablesthat carry the signal from the head-end to groups of subscribers. The cables can be either
coaxial or fiber depending on the design of the system.
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Type/Length/Value (TLV) An encoding of three fields, in which the first field indicates the type of element,
the second the length of the element, and the third field the value.

Upstream The direction from the subscriber |ocation toward the head-end.

Upstream Channel Descriptor (UCD) The MAC Management Message used to communicate the
characteristics of the upstream physical layer to the cable modems.
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4 Abbreviations

ANSI  American National Standards Institute

ARP  Address Resolution Protocol

ASCIl  American Standard Code for Information Interchange
ATM  Asynchronous Transfer Mode

BPDU Bridge Protocol Data Unit

BPI  Baseline Privacy Interface

CA  Certificate Authority

CATV  Community Access Television, Cable Television
CCCM  CPE Controlled Cable Modem

CM  Cable Modem

CMCI Cable Modem to CPE Interface

CMTS Cable Modem Termination System

CMTSNSI  Cable Modem Termination System - Network Side Interface
CPE Customer Premises Equipment

CSA Code Signing Agent

CVC Code Verification Certificate

DCC Dynamic Channel Change

DES Digital Encryption Standard

DH DiffieeHelman

DHCP Dynamic Host Configuration Protocol

DOCSIS1x Abbreviationfor “DOCSIS1.0or 1.1"
DOCSIS Data-Over-Cable Service Interface Specifications
ECN Engineering Change Notice

ECO Engineering Change Order

ECR Engineering Change Request

FDDI Fiber Distributed Data Interface
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FTP File Transfer Protocol

HFC Hybrid Fiber/Coax (HFC) System
ICMP Internet Control Message Protocol

IE  Information Element

IEEE Institute of Electrical and Electronic Engineers
IETF Internet Engineering Task Force
IGMP  Internet Group Management Protocol
IP  Internet Protocol

IPCDN Internet Protocol over Cable Data Network (IETF working group)
IPDR  Internet Protocol Detail Record

IUC Interval Usage Code

LAN Loca AreaNetwork

LLC Logical Link Control procedure

MAC MediaAccess Control procedure
MIB  Management Information Base
MPEG  Moving Picture Experts Group
MSAP MAC Service Access Point

MSO Mulitple System Operator

MTA  Multimedia Terminal Adapter

NMS Network Management System

OID Object Identifier

OSl  Open Systems Interconnection

0SSl Operations Support System Interface
OUI  Organization Unique | dentifier

PCI  Peripheral Component | nterconnect
PDU Payload Data Unit

PHS Payload Header Suppression

18



Operations Support System Interface Specification

SP-0OSSIv2.0-105-040407

PHY Physica (PHY) Layer

PID  Packet Identifier

PMD Physica Media Dependent (PMD) Sublayer

PSI  Program-Specific Information

QAM  Quadrature Amplitude Modulation

QoS Quality of Service

QPSK  Quadrature Phase-Shift Keying

RFC Request for Comments

RFI  Radio Frequency Interface

RO Read Only

RW  Read/Write

SAID  Security Association Identifier

SCN  Service Class Name

SF  Service Flow

SFID  Service Flow Identifier

SID  Service ldentifier

SLA  ServiceLevel Agreement

SMI1  Structure of Management Informationhh

SMS  Spectrum Management System

SNAP  Subnetwork Access Protocol

SNMP  Simple Network Management Protocol

SNMPv1l Version 1 of the Simple Network Management Protocol
SNMPv2c Version 2C of the Simple Network Management Protocol
SNMPv3  Version 3 of the Simple Network Management Protocol
STP  Spanning Tree Protocol

TCP  Transmission Control Protocol

TFETP  Trivia File-Transfer Protocol
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TLV  TypelLength/Value

UCC Upstream Channel Change

UDP  User Datagram Protocol

USB  Universal Synchronous Bus

USM  User-based Security Model (USM) for version 3 of the Simple Network Management Protocol
VACM  View-based Access Control Model for the simple Network Management Protocol (SNMP)
VolP  Voice over Internet Protocol

XML  Extensible Markup Language
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5 SNMP Protocolt

The SNMPv3 protocol has been selected as the communication protocol for management of data-over-cable
services and MUST be implemented. Although SNM Pv3 offers advantages, many management systems may not
be capabl e of supporting SNMPv3 agents; therefore, support of SNMPv1 and SNMPv2c is also required and

MUST beimplemented.

The following IETF SNMP-related RFCs MUST be implemented:

[RFC 3410] Introduction and Applicability Statements for Internet Standard Management
Framework

[RFC 3411] An Architecture for Describing Simple Network Management Protocol (SNMP)
Management Frameworks

[RFC 3412] Message Processing and Dispatching for the Simple Network Management
Protocol (SNMP)

[RFC 3413] Simple Network Management Protocol (SNMP) Applications

[RFC 3414] User-based Security Model (USM) for version 3 of the Simple Network
Management Protocol (SNMPv3)

[RFC 3415] View-based Access Control Model (VACM) for the simple Network Management
Protocol (SNMP)

[RFC 3416] Version 2 of the Protocol Operations for the Simple Network Management
Protocol (SNMP)

[RFC 3417] Transport Mappings for the Simple Network Management Protocol (SNMP)

[RFC 3418] Management Information Base for the Simple Network Management Protocol
(SNMP)

[RFC 2576] Coexistence between Version 1, Version 2, and Version 3 of the Internet-
standard Network Management Framework

[RFC 1901] Introduction to Community-based SNMPv2 (Informational)

[RFC 1157] A Simple Network Management Protocol

For support of SMIv2, the following IETF SNMP-related RFCs MUST be implemented:

[RFC 2578]

Structure of Management Information Version 2 (SMIv2)

[RFC 2579] Textual Conventions for SMIv2

[RFC 2580] Conformance Statements for SMIv2

For support of Diffie-Helman Key exchange for the User Based Security Model, the following IETF SNMP

RFC MUST be implemented:

‘ [RFC 2786] I Diffie-Helman USM Key Management Information Base and Textual Convention

5.1 SNMP Mode for DOCSIS 2.0-compliant CMTSes

DOCSIS 2.0-compliant CMTSes MUST support SNMPv1, SNMPv2c, and SNMPv3 and SNMP coexistence as
described by [RFC 3411] through [RFC 3415] and [RFC 2576], and MAY support SNMPv1 and SNMPv2c
vendor proprietary solutions, including SNMP v1/v2c NmA ccess mode, with the following requirements:

L. Revised the matrices and added one below per ECN OSS2-N-03067 by GO on 11/17/03.
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a) DOCSIS 2.0 compliant CMTS MUST operate in SNM P coexistence mode (not using
docsDevNmA ccessTable); additionally, SNMP coexistence mode MAY be disabled, by vendor proprietary
configuration control, to allow the CMTS to support SNMPv1, SNMPv2c vendor proprietary solutions,
including SNMP v1/v2c NmA ccess mode (using docsDevNmA ccessTable).

b) CMTSesin SNMPv1/v2c NmAccess mode (using using DOCS-CABLE-DEVICE-MIB
docsDevNmA ccessTable) MUST operate subject to the following requirements and limitations:

Only SNMPv1/v2c packets are processed
SNMPv3 packets are dropped

The docsDevNmA ccessTable controls SNM P access and SNMP trap destinations as described in
[RFC 2669]

None of the SNMPv3 MIBs as defined in [RFC 3411] through [RFC 3415] and [RFC 2576] are
accessible.!

¢) CMTSSNMPv1, SNMPv2c vendor-proprietary solutions MUST operate subject to the following
requirements and limitations:

Only SNMPv1/v2c packets are processed

SNMPv3 packets are dropped

Vendor-proprietary solutions MUST control SNM P access and SNMP trap destinations

None of the SNMPv3 MIBs as defined in [RFC 3411] through [RFC 3415] and [RFC 2576] are
accessible.?

d) CMTS SNMP Coexistence Mode MUST operate subject to the following requirements and limitations:

SNMP v1/v2c/v3 Packets are processed as described by in [RFC 3411] through [RFC 3415] and
[RFC 2576].

docsDevNmA ccessTable is not accessible. (If the CMTS also support DOCS-CABLE-DEVICE-
MIB)

Access control and trap destinations are determined by the SNMP-COMMUNITY-MIB, SNMP-
NOTIFICATION-MIB, SNMP-TARGET-MIB, SNMP-VIEW-BASED-ACM-MIB, SNMP-
COMMUNITY-MIB, and SNMP-USER-BASED-SM-MIB

The SNMP-COMMUNITY-MIB controls the translation of SNMPv1/v2c packet community string
into securityName which select entries in the SNMP-USER-BASED-SM-MIB. Access control is
provided by the SNMP-VIEW-BASED-ACM-MIB.

The SNMP-USER-BASED-SM-MIB and SNMP-VIEW-BASED-ACM-MIB control SNMPv3
packets

Trap destinations are specified in the SNMP-TARGET-MIB and SNMP-NOTIFICATION-MIB

5.1.1 Key Change Mechanism

DOCSIS 2.0-compliant CMTSes SHOULD use the key-change mechanism specified in [RFC 2786]. CMTSes
MUST always support the key-change mechanism described in [RFC 3414] to comply with the industry wide
SNMPv3 standard.

L Revised this bullet statement per ECN OSS2-N-03014 by GO on 02/26/03.
2 Revised this bullet statement per ECN 0SS2-N-03014 by GO on 02/26/03.

22



Operations Support System Interface Specification SP-0OSSIv2.0-105-040407

5.2 SNMP Mode for DOCSIS 2.0-compliant CMs

DOCSIS 2.0-compliant CMs (in 2.0, 1.1, and 1.0 modes) MUST support SNMPv1, SNMPv2c, and SNMPv3 as
well as SNM P-coexistence ([RFC 2576]) subject to the following requirements:

a) Before completion of registration, the CM MUST operate as follows (in some CCCM implementations,
SNMP access MAY be made inaccessible from the CPE for security reasons; in such implementation, the
access to similar set of MIB objects SHOULD be provided by a diagnostic utility as described in Section

9.3):

I P connectivity between the CM and the SNM P management station MUST be implemented as
described in Section 9.1

The CM MUST provide read-only access to the following MIB objects:
docslfDownChannel Frequency

docslfDownChannel Power

docslfCmStatusvValue

docsDevServerBootState

docsDevEventTable!

The CM MAY provide read-only access to the following MIB objects:
sysDescr

sysUptime

ifTable

ifXtable

docslfUpChannel Frequency

docslfSigQSignalQuality Table

docslfCmCmtsAddress

docslfCmStatusTxPower

docsDevSwCurrentVers

The CM MAY provide access to additiona information, but MUST NOT reveal:
CoS and QoS service flow information

configuration file contents

Secure Software Download information

Key authentication and encryption material

SNM P management and control

DOCSI S functional modules statistics and configuration

Network provisioning hosts and servers | Ps addresses

Access from the RF interface MUST NOT be allowed
SNMPv1/v2c packets are accepted which contain any community string
All SNMPv3 packets are dropped

The registration request MUST be sent and registration MUST be completed after successful
processing of all MIB elements in the config file, but before beginning the calculation of the public
valuesin the USMDHKickstart Table.

b) The content of the CM config file determines the CM SNMP mode after registration.

CM isin SNMPv1/v2c docsDevNmA ccess mode if the CM configuration file contains ONLY
docsDevNmA ccessTable setting for SNM P access control

If the configuration file does not contain SNMP access control items (docsDevNmA ccessTable or
snmpCommunityTable or TLV 34.1/34.2 orTLV 38), the CM isin NmAccess mode

1 Added this bullet per ECN OSS2-N-02193 by GO on 02/11/03.
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CM isin SNMP coexistence mode if the CM configuration file contains snmpCommunity Table
setting and/or TLV type 34.1 and 34.2. and/or TLV type 38. In this case, any entries made to the
docsDevNmA ccessTable are ignored.

c) After completion of registration, the modem operatesin one of 2 modes. The operating mode is determined
by the contents of the config file as described above.

SNM Pv1/v2c NmAccess M ode (using docsDevNmA ccess Table)

Only SNMPv1/v2c packets are processed
SNMPv3 packets are dropped
docsDevNmA ccessTabl e controls access and trap destinations as described in [RFC 2669]

None of the SNMPv3 MIBs as defined in [RFC 3411] through [RFC 3415] and [RFC 2576] are
accessible.

SNM P Coexistence M ode
During calculation of USMDHKickstartTable public values:

The modem MUST NOT allow any SNMP access from the RF port

The modem MAY continue to allow access from the CPE port with the limited access as configured
by the SNMP-COMMUNITY-MIB, SNMP-TARGET-MIB, SNMP-VIEW-BASED-ACM-MIB
and SNMP-USER-BASED-SM-MIB

After calculation of USMDHKickstartTable public values:

d)

The modem MUST send the cold start or warm start trap to indicate that the modem is now fully
SNMPv3 manageable

SNMP V 1/V 2¢/V 3 Packets are processed as described by [RFC 3411] through [RFC 3415] and
[RFC 2576]

docsDevNmA ccessTableis not accessible

Access control and trap destinations are determined by the SNMP-COMMUNITY-MIB, SNMP-

NOTIFICATION-MIB, SNMP-TARGET-MIB, SNMP-VIEW-BASED-ACM-MIB, SNMP-
COMMUNITY-MIB and SNMP-USER-BASED-SM-MIB.

The SNMP-COMMUNITY-MIB controls the translation of SNMPv1/v2c packet community string
into security name which select entries in the SNMP-USER-BASED-SM-MIB. Access control is
provided by the SNMP-VIEW-BASED-ACM-MIB.

SNMP-USER-BASED-SM-MIB and SNMP-VIEW-BASED-ACM-MIB controls SNMPv3
packets.

Notification destinations are specified in the SNMP-TARGET-MIB and SNMP-NOTIFICATION-
MIB.

In case of failure to complete SNMPv3 initialization (i.e., NM S cannot access CM via SNMPv3 PDU), the

CM isin the co-existence mode and will allow SNMPv1/v2c accessif and only if the SNMP-
COMMUNITY-MIB entries (and related entries) are configured.

5.2.1 SNMPv3 Initialization and Key changes

DOCSIS 2.0-compliant CMs MUST support the “SNMPv3 Initialization” and “ DH Key Changes’ requirements
specified in the following sections.

The DOCSIS 1.1 cable modem is designated as having "very-secure” security posture in the context of [RFC
3414] Annex A and [RFC 3415] Annex A. Thismeans that default usmUser and vacmA ccess entries defined in

[RFC 3414] Annex A and [RFC 3415] Annex A MUST NOT be present.!
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5.2.2 SNMPv3 Initialization

For each of up to 5 different security names, the Manager generates a pair of numbers. First, the Manager
generates arandom number Rm.

Then, the Manager uses the DH equation to translate Rm to a public number z. The equation is as follows:
z=g”~RmMOD p

where g is from the set of Diffie-Helman parameters, and p is the prime from those parameters.

The CM configuration fileis created to include the (security name, public number) pair. The CM MUST support
aminimum of 5 pairs. For example:

TLV type 34.1 (SNMPv3 Kickstart Security Name) = docsisManager
TLV type 34.2 (SNMPv3 Kickstart Public Number) = z

The CM MUST support the VACM entries defined in Section 5.2.4.

During the CM boot process, the above values (security name, public number) MUST be populated in the
usmDHKickstartTable.

At this point:

usmDHKickstartMgrpublic.1 = “Z" (octet string)
usmDHKickstartSecurityName.1 = “docsisManager”

When usmDHKickstartMgrpublic.n is set with avalid value during the registration, a corresponding row is
created in the usmUserTable with the following values:

usmUserEnginel D: local Enginel D

usmUserName: usmDHKickstartSecurityName.n value
usmuser SecurityName: usmDHKickstartSecurityName.n value
usmUserCloneFrom: ZeroDotZero
usmUserAuthProtocol: usmHMA CM D5A uthProtocol
usmuserAuthK eyChange: (derived from set value)
usmUserOwnAuthK eyChange: (derived from set value)
usmUserPrivProtocol: usmDESPrivProtocol
usmUserPrivKeyChange: (derived from set value)
usmUserOwnPrivK eyChange: (derived from set value
usmUserPublic

usmUserStorageType: permanent

usmUserStatus: active

Note: For (CM) dhKickstart entries in usmUserTable, Permanent means it MUST be written to but not deleted and is not saved
across reboots.

After the CM has registered with the CMTS:

1. The CM generates a random number xa for each row populated in the usmDHKickstartTable which has a
non-zero length usmDHK i ckstartSecurityName and usmDHKickstartM grPublic.

L Added this paragraph per ECN OSS2-N-03067 by GO on 02/19/04.
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2. The CM uses DH equation to translate xa to a public number ¢ (for each row identified above).

c=g”~xaMOD p
where g is the from the set of Diffie-Helman parameters, and p is the prime from those parameters

At this point:

usmDHKickstartMyPublic.1 = “c” (octet string)
usmDHKickstartMgrPublic.1 = “Zz" (octet string)
usmDHKickstartSecurityName.1 = “docsisManager”

3. The CM calculates shared secret sk where sk = z *xamod p.

4. The CM uses sk to derive the privacy key and authentication key for each row in usmDHK ickstartTable and
sets the values into the usmUserTable.

As specified in [RFC 2786], the privacy key and the authentication key for the associated username,
“docsisManager” in this case, is derived from sk by applying the key derivation function PBKDF2 defined in
PKCS#5 v2.0.

privacy key <---PBKDF2( salt = Oxd1310ba6,
iterationCount = 500,
keyLength = 16,
prf = id-hmacWthSHAL )

aut hentication key <----PBKDF2( salt = 0x98dfb5ac,
iterationCount = 500,
keyLength = 16 (usmHVACMDS5AuUt hProt ocol ),
prf = id-hmacWthSHAL )

At this point the CM has completed its SNMPv3 initialization process and MUST allow appropriate access
level to avalid securityName with the correct authentication key and/or privacy key.

DOCSIS 2.0-compliant CMs MUST properly populate keys to appropriate tables as specified by the
SNMPv3-related RFCs and [RFC 2786].

5. Thefollowing describes the process that the manager uses to derive the CM’s unique authentication key and
privacy key.

The SNM P manager accesses the contents of the usmDHKickstartTable using the security name of
‘dhKickstart’” with no authentication.

DOCSIS 2.0-compliant CMs MUST provide pre-installed entries in the USM table and VACM tablesto
correctly create user ‘ dhKickstart’ of security level noAuthNoPriv that has read-only access to system group
and usmDHkickstartTable.

The SNMP manager gets the value of the CM’s usmDHKickstartMypublic number associated with the
securityName for which the manager wants to derive authentication and privacy keys. Using the private
random number, the manager can calculate the DH shared secret. From that shared secret, the manager can
derive operational authentication and confidentiality keys for the securityName that the manager is going to
use to communicate with the CM.

5.2.3 DH Key Changes

DOCSIS 2.0-compliant CMs MUST support the key-change mechanism specified in [RFC 2786].
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5.2.4 VACM Profile
This section addresses the default VACM profile for DOCSIS CMs operating in SNM P Coexistence mode.

The following VACM entries MUST be included by default in acompliant CM:
¢ The system manager, with full read/write/config access:

vacmSecurityModel: 3 (USM)
vacmSecurityName: docsisManager
vacmGroupName: docsisManager
vacmSecurity ToGroupStorageType: permanent
vacmSecurity ToGroupStatus:. active

* An operator/CSR with read/reset access to full modem:

vacmSecurityModel: 3 (USM)
vacmSecurityName: docsisOperator
vacmGroupName: docsisOperator
vacmSecurity ToGroupStorageType: permanent
vacmSecurity ToGroupStatus:. active

* RF Monitoring with read accessto RF plant statistics:

vacmSecurityModel: 3 (USM)
vacmSecurityName: docsisMonitor
vacmGroupName: docsisMonitor
vacmSecurity ToGroupStorageType: permanent
vacmSecurity ToGroupStatus:. active

e User debugging with read access to ‘useful’ variables:

vacmSecurityModel: 3 (USM)
vacmSecurityName: docsisUser
vacmGroupName: docsisUser

vacmSecurity ToGroupStorageType: permanent
vacmSecurity ToGroupStatus: active

¢ Group name to view translations

vacmGroupName: docsisManager

vacmA ccessContextPrefix: *’

vacmA ccessSecurityModel: 3 (USM)

vacmA ccessSecurityL evel: AuthPriv

vacmA ccessContextMatch: exact

vacmA ccessReadViewName: docsisManagerView
vacmA ccessWriteViewName: docsisManagerView
vacmA ccessNotifyViewName: docsisManagerView
vacmA ccessStorageType: permanent

vacmA ccessStatus: active

vacmGroupName: docsi SOperator

vacmA ccessContextPrefix: *’

vacmA ccessSecurityModel: 3 (USM)

vacmA ccessSecurityL evel: AuthPriv & AuthNoPriv
vacmA ccessContextMatch: exact

vacmA ccessReadViewName: docsisManagerView
vacmA ccessWriteViewName: docsi SOperatorWriteView
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vacmA ccessNotifyViewName: docsisManagerView
vacmA ccessStorageType: permanent
vacmA ccessStatus: active

vacmGroupName: docsisMonitor

vacmA ccessContextPrefix: *’

vacmA ccessSecurityModel: 3 (USM)

vacmA ccessSecurityL evel: AuthNoPriv

vacmA ccessContextMatch: exact

vacmA ccessReadViewName: docsisMonitorView
vacmA ccessWriteViewName: *’

vacmA ccessNotifyViewName: docsisMonitorView
vacmA ccessStorageType: permanent

vacmA ccessStatus: active

vacmGroupName: docsisUser

vacmA ccessContextPrefix: *’

vacmA ccessSecurityModel: 3 (USM)

vacmA ccessSecurityL evel: AuthNoPriv
vacmA ccessContextMatch: exact

vacmA ccessReadViewName: docsisUserView
vacmA ccessWriteViewName: *’

vacmA ccessNotifyViewName: *’

vacmA ccessStorageType: permanent

vacmA ccessStatus: active

The views:

docsisManagerView

subtree: 1.3.6.1 (Entire MIB)

docsisOperatorWriteView

subtree: docsDevBase

subtree: docsDevSoftware

subtree: docsDevEvControl

subtree: docsDevEVThrottleAdminStatus

docsisMonitorView

subtree: 1.3.6.1.2.1.1 (system)
subtree: docslfBaseObjects
subtree: docslfCmODbjects

docsisUserView

subtree 1.3.6.1.2.1.1 (system)

subtree: docsDevBase

subtree: docsDevSwOperStatus
subtree: docsDevSwCurrentVersion
subtree docsDevServerConfigFile
subtree: docsDevEventTable

subtree: docsDevCpeTable

subtree: docslfUpstreamChannel Table
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subtree: docslfDownstreamChannel Table
subtree: docslfSignalQualityTable
subtree: docslfCmStatusTable

DOCSIS 2.0-compliant CMs MUST also support additional VACM users as they are configured viaan SNMP-
embedded configuration file.
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6 Management Information Bases (MIBS)

This section defines the minimum set of managed objects required to support the management of CM and
CMTS. Vendors MAY augment this M1B with objects from other standard or vendor-specific MIBs where

appropriate.

The DOCSIS 0SSl 2.0 specification has priority over the IETF MIBs and all objects. Though deprecated or
optional inthe IETF MIB, the object can be required by this specification as mandatory. Regardless of having
either a status of deprecated or optional inthe IETF MIB, the CM and CMTS MUST implement MIB
requirements in accordance with the OSSI 2.0 specification.

If not required by this specification, deprecated objects are optional. If aCM or CMTS implements a deprecated
object, the object MUST be implemented correctly according to the MIB definition. If aCM or CMTS does not
implement a deprecated object, the agent MUST NOT instantiate the object and when accessed, MUST respond
with the appropriate error/exception condition, such as no such object for SNMPv2c.

If not required by this specification, optional objects are optional. If aCM or CMTS implements an optional
object, the object MUST be implemented correctly according to the MIB definition. If aCM or CMTS does not
implement an optional object, the agent MUST NOT instantiate the object and when accessed, MUST respond
with the appropriate error/exception condition, such as no such object for SNMPv2c.

If not required by this specification, obsolete objects are optional. If aCM or CMTS implements an obsolete
object, the object MUST be implemented correctly according to the MIB definition. If aCM or CMTS does not
implement an obsolete object, the agent MUST NOT instantiate the object and when accessed, MUST respond
with the appropriate error/exception condition, such as no such object for SNMPv2c.

Section 6.1 and Section 6.2 include an overview of the MIB modules required for management of the facilities
specified in the DOCSIS RFI 2.0 and BPI+ specifications.
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6.1

6.2

IPCDN drafts and others 1

OBJECTS-MIB

Table 6-1 IPCDN Drafts
Reference MIB Applicable Device(s)

[IETF4] IETF Proposed Standard RFC-version of Qos MIB, "draft- CM and CMTS
ietf-ipcdn-qos-mib-04.txt": DOCS-QOS-MIB

[IETF6] IETF Proposed Standard RFC-version of BPI+ MIB, "draft- CM and CMTS
ietf-ipcdn-bpiplus-mib-05.txt": DOCS-BPI2-MIB

[IETFT7] IETF Proposed Standard RFC-version of USB MIB, “dolnik- | CM only
usb-mib-00.txt": USB-MIB

[IETF9] IETF Proposed Standard RFC-version of Subscriber CMTS only
Management MIB, "draft-ietf-ipcdn-subscriber-mib-02.txt":
DOCS-SUBMGT-MIB

[IETF11] IETF Proposed Standard RFC-version of RF MIB, "draft-ietf- | CM and CMTS
ipcdn-docs-rfmibv2-05.txt": DOCS-IF-MIB

[Annex 1] DOCS-LOADBALANCING-MIB CMTS only

IETF RFCs?
Table 6-2 IETF RFCs
Reference MIB Applicable Device(s)

[RFC 2669] DOCSIS Cable Device MIB: DOCS-CABLE-DEVICE-MIB CM and CMTS

[RFC 2933] Internet Group Management Protocol MIB: IGMP-STD-MIB CM and CMTS

[RFC 2863] The Interfaces Group MIB using SMIv2: IF-MIB CM and CMTS

[RFC 2665] Ethernet Interface MIB: EtherLike-MIB CM and CMTS

[RFC 1493] Bridge MIB: BRIDGE-MIB CM and CMTS

[RFC 2011] SNMPv2 Management Information Base for the Internet CM and CMTS
Protocol using SMIv2: IP-MIB

[RFC 2013] Management Information Base for the User Datagram CM and CMTS
Protocol using SMIv2: UDP-MIB

[RFC 3418] Management Information Base (MIB) for the Simple Network | CM and CMTS
Management Protocol (SNMP): SNMPv2-MIB

[RFC 3410] SNMP v3 MIBs: SNMP-FRAMEWORK-MIB, SNMP-MPD- CM and CMTS

[RFC 3411] MIB, SNMP-NOTIFICATION-MIB, SNMP-TARGET-MIB,

[RFC 3412] SNMP-USER-BASED-SM-MIB, SNMP-VIEW-BASED-ACM-

[RFC 3413] MIB, SNMP-COMMUNITY-MIB

[RFC 3414]

[RFC 3415]

[RFC 2576]

[RFC 2786] RFC-2786: Diffie-Helman USM Key: SNMP-USM-DH- CM and CMTS

1 Revised Table 6-1 per ECN OSS2-N-03021(rescinded OSS2-N-02234), 0SS2-N-03023, 0SS2-N-03069,

0SS2-N-03067, and OSSIv2.0-N-04.0126-6 by GO on 03/21/03, 07/11/03, 11/17/03, and 3/15/04.
2 Revised Table 6-2 per ECN OSS2-N-03067 by GO on 11/17/03.
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6.3 Managed objects requirements?

The following sections detail any additional implementation requirements for the RFCs listed. Refer to Annex A
for specific object implementation requirements.

The CM and CMTS MUST support aminimum of 10 available SNMP table rows unless otherwise specified by
RFC or DOCSIS specification. The CM/CMTS minimum number of available SNMP table rows SHOULD
mean rows (per table) that are available to support device configuration. CM/CMTS used (default) SNMP table
row entries MUST NOT apply to the minimum number of available SNMP table rows.

6.3.1 CMTS MIB requirements

DOCSIS 2.0-compliant CMTSes MUST implement the Subscriber Management MIB.

6.3.2 Requirements for [RFC 2669]

[RFC 2669] MUST be implemented by DOCSIS 2.0-compliant CMs. DOCSIS 2.0-compliant CMTSes MUST
implement the mandatory required objects (as specified by Annex A), and SHOULD implement the other non-
mandatory required objects.

6.3.3 Requirements for DOCS-IF-MIB

DOCS-IF-MIB MUST be implemented by DOCSIS 2.0-compliant CMTSes and CMs. It replaces RFC 2670 for
DOCSIS 2.0.

The docslfDownChannel Power object-type MUST be implemented in a CMTS that provides an integrated RF
upconverter. If the CMTS relies on an external upconverter, then the CMTS SHOULD implement the
docslfDownChannel Power object-type. The CMTS transmit power reported in the MIB object MUST be within
2 dB of the actual transmit power in dBmV when implemented. If transmit power management is not
implemented, the MIB object will be read-only and report the value of O (zero).

The docslfDownChannel Power object-type MUST be implemented in DOCSIS 2.0-conforming CMs. This
object is read-only. When operated at nominal line-voltage, at normal room temperature, the reported power

MUST be within 3 dB of the actual received channel power.?

For modems built based on the multi-programme television distribution used in North-America, for any 1 dB
changein input power the CM MUST report apower change in the same direction that is not lessthan 0.5 dB and
not more than 1.5 dB across the input power range from -15 dBmV to +15 dBmV.

For modems built based on the European multi-programme television distribution (Euro-DOCSIS), for any 1 dB
changein input power the CM MUST report apower change in the same direction that is not lessthan 0.5 dB and
not more than 1.5 dB across the input power range from -13 dBmV to +17 dBmV when a 256QAM downstream
signal isused, and across the input power range from -17 dBmV to +13 dBmV when a 64QAM downstream
signal isused.

L. Changed the Titles of Section 6.3.3, 6.3.10, 6.3.11, 6.3.12, 6.3.14, 6.3.15, 6.3.16, 6.3.17, 6.3.18, 6.3.19,
6.3.20, 6.3.21 per ECN OSS2-N-03067 by GO on 11/17/03.

2. Replaced this paragraph and added the two following paragraphs per ECN OSSIv2.0-N-03.0112-2 by GO on
2/19/03.
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The access of docslfDownChannel Frequency object MUST be implemented as RW if aCMTS s in control of
the downstream frequency. But if a CMTS provides |F output, docslfDownChannel Frequency MUST be
implemented as read-only and return O.

The docslfQosProfMaxTransmitBurst range MUST be the same as the one defined in the RFIv2.0 specification,
section C.1.1.4.6 "Maximum Upstream Channel Transmit Burst Configuration Setting" which has range 0 to

65535.1

In order to be considered avalid modulation profile for assignment to an upstream channel, all entries (IUCs) in
the modulation profile MUST have the same value of docslfCmtsM odChannel Type. When assigning a
modulation profile to an upstream channel, the value of docslfUpChannel Type and the value of

docslfCmtsM odChannel Type MUST match.

If amodulation profileisin use by one or more upstream channels, the value of docslfCmtsM odChannel Type
MUST NOT be changed. If amodulation profileisin use by one or more upstream channels, it
docslfCmtsModControl MUST NOT be set to 'destroy’ or 'notinService'. Before destroying a modulation
profile, or changing the value of docslfCmtsModChannel Type for a profile, the user will need to ensure that it is
not currently in use by any upstream channel.

The maximum number of modulation profilesthat a CM TS can support in docslfCmtsModulationTabl e is vendor
-specific.?

The CMTS MAY provide pre-defined modulation profiles (entries in the DOCS-IF-MIB
docslfCmtsModulationTable) for the purpose of being used by operators directly or as templates to define other
modulation profiles. The pre-defined modulation profiles provided by the CMTS MAY be read-only to prevent
users from accidental modifications. It should be noted that adding or creating entries with new

docslfCmtsM odl nterval UsageCode values and the same docsl fCmtsM odindex value as a pre-defined
modulation profile MAY result in an error.

The modulation profiles are PHY layer specific. Modulation profiles with the same value of
docslfCmtsModindex may not be optimal for all upstream channels with different physical layer hardware. Asa
result, re-using modulation profiles for upstream channels with different physical layer hardware could decrease
upstream performance. Therefore, SNMP set operations MAY result in an error when modulation profiles with
the same value of docslfCmtsModindex are assigned to upstream channels with different physical layer

hardware.3

6.3.4 Requirements for [RFC 2863]
[RFC 2863] MUST be implemented by DOCSIS 2.0-compliant CMTSes and CMs.

The CMTS/CM ifAdminStatus object MUST provide administrative control over both MAC interfaces and
individual channel and MUST be implemented as RW.

The if Type object has been assigned the following enumerated values for each instance of a Data Over Cable
Service (DOCYS) interface:

L Added this paragraph per ECN OSS2-N-02221 by GO on 02/11/03.
2. Added the last three paragraphs per ECN 0SS2-N-03092 by GO on 11/17/03.
3. Added the last two paragraphs per ECN OSSIv2.0-N-04.0121-3 by GO on 3/3/04.
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CATV MAC interface: docsCableMacL ayer (127)

CATV downstream channel: docsCableDownstream (128)

CATV upstream interface: docsCableUpStream (129)

CATV upstream logical channel: docsCableUpstreamChannel (205)

6.3.4.1 Interface organization and numbering

Assigned interface numbers for CATV-MAC and Ethernet (Ethernet-like interface) are used in both the
NMAccessTable and IP/LLC filtering table to configure access and traffic policy at these interfaces. These
configurations are generally encoded in the configuration file using TLV encoding. To avoid provisioning
complexity the interface-numbering scheme MUST comply with the following requirements:

A CM supports only one upstream interface. At the CM, an instance of IfEntry MUST exist for each CATV-
MAC interface, downstream channel, upstream interface, and each LAN interface enabled. The enabling of
LAN interfaces MAY be fixed apriori during the manufacturing process or MAY be determined dynamically
during operation by the CM according to whether or not an interface has a CPE device attached to it.

If the CM has multiple CPE interfaces but only one CPE interface can be enabled at any given time, theifT-

able MUST contain only the entry corresponding to the enabled or the default CPE interface. If aMAC inter-
face consists of more than one upstream and downstream channel, a separate instance of ifEntry MUST exist
for each channel.

A 2.0 CMTS supports more than one one upstream logical channel per upstream interface. At the CMTS, an
instance of IfEntry MUST exist for each CATV-MAC interface, downstream channel, upstream interface,
upstream logical channel, and any other interface enabled.

For CM/CMTS, the if Stack group ([RFC 2863]) must be implemented to identify relationships among sub-
interfaces. Note that the CATV-MAC interface MUST exist, even though it is broken out into sub-interfaces.
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Thefollowing exampleillustrates a MAC interface with one downstream, two upstream interfaces each with two
upstream logical channelsfor aCMTS.

CATV MAC: Iflndex=2

Downstream Upstream interface Upstream interface
Ifindex=3 Ifindex=4 Ifindex=4
Upstream channel Upstream channel Upstream channel Upstream channel
Ifindex=6 Ifindex=7 Ifindex=8 Ifindex=9

Implementation of ifStackTable for this example:

ifStackHigherLayer ifStackLowerLayer
0 2
2 3
2 4
2 5
3 0
4 9
4 7
5 9
5 9
6 0
7 0
8 0
9 0

Figure 6-1 iflIndex example for CMTS

The following example illustrates a MAC interface with one downstream and one upstream interface for aCM.

CATV MAC: Ifindex=2

Downstream Upstream
Ifindex=3 Ifindex=4

Implementation of ifStackTable for this example:

ifStackHigherLayer ifStackLowerLayer

A WNDNO
QO hwWN

Figure 6-2 ifIndex example for CM
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At the CMTS, interface number is at the discretion of the vendor, and SHOULD correspond to the physical
arrangement of connections. If table entries exist separately for upstream and downstream channels, then the
ifStack group ([RFC 2863]) MUST be implemented to identify the relationship among sub-interfaces. Note that
the CATV MAC interface(s) MUST exist, even if further broken out into sub-interfaces.

At the CM, interfaces MUST be numbered as follows:

Table 6-3 CM interface numbering

Interface Type
1 Primary CPE interface
2 CATV-MAC
3 RF-down
4 RF-up
5-15,32 +n Other interfaces
16-31 Other interfaces (Reserved)

If the CM has more than one CPE interface, the vendor MUST define which of the n CPE interfacesis the
primary CPE interface. The definition of the primary CPE interface MAY be fixed a priori during manufacturing
process or MAY be determined dynamically during operation by the CM according to which interface has a CPE
device attached to it. Regardless of the number of CPE interfaces the CM has, or how the primary CPE interface
is defined, the primary interface MUST be interface number 1.

The definition of the secondary CPE interface MAY be fixed a priori during manufacturing process or MAY be
determined dynamically during operation by the CM according to which interface has a CPE device attached to
it. The secondary CPE, and other interfaces, will start at 5.

DOCSIS CMs may have multiple interfaces. If filter(s) (Ip, LLC, or NmAccess) are applied to CM Iflndex 1, the
same filter(s) MUST also be applied to the "Other interfaces" (IfIndexes 5 and above ); however, filters are never
used to limit traffic between the CPE and "Other" interfaces within the CM.

6.3.4.2 docslfCmStatusValue and ifOperStatus Relationship

For the CM’s RF downstream, RF upstream (upstream interface and logical channel) and RF MAC interfaces,
the following are the expected relationship of ifOperStatus and docslfCmStatusVal ue when if AdminStatus = up

(taken from DOCS-IF-MIB).1

Table 6-4 docslfCmStatusValue and ifOperStatus relationship

IfOperStatus docslfCmStatusValue
down(2): other(1), notReady(2)
dormant(5): notSynchronized(3), phySynchronized(4), usParametersAcquired(5),

rangingComplete(6), ipComplet(7), todEstablished(8), paramTransferComplete(10),
accessDenied(13)

up(1): registrationComplete(11), securityEstablished(9), operational(12)

1 Revised Table 6-4 per ECN OSS2-N-03065 by GO on 07/11/03.
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6.3.4.2.1 ifAdminStatus and traffic

If the CM and CM TS interface’sif AdminStatus = down, the interface MUST NOT accept or forward any traffic
(traffic includes data and M AC management traffic).

6.3.5 Interface MIB and Trap Enable

The Interface MIB and Trap Enable specified in [RFC 2863] MUST be implemented by DOCSIS 2.0-compliant
CMTSesand CMs.

If amulti-layer interface model is present in the device, each sub-layer for which thereis an entry in the if Table
can generate linkUp/Down traps. Since interface state changes would tend to propagate through the interface
stack (from top to bottom, or bottom to top), it islikely that several traps would be generated for each linkUp/
Down occurrence. The CM and CMTS MUST implement the ifLinkUpDownTrapEnable object to allow
managers to control trap generation, and configure only the interface sub-layers of interest.

The default setting of ifLinkUpDownTrapEnable MUST limit the number of traps generated to one, per
interface, per linkUp/Down event. Interface state changes, of most interest to network managers, occur at the
lowest level of an interface stack.

On CM linkUp/Down event atrap SHOULD be generated by the CM MAC interface and not by any sub-layers
of the interface. Therefore, the default setting of ifLinkUpDownTrapEnable for CM MAC MUST be set to
enable, and the default setting of ifLinkUpDownTrapEnable for CM RF-Up MUST be set to disable, and the
default setting of ifLinkUpDownTrapEnable for CM RF-Down MUST be set to disable.

On CMTS interfaces (MAC, RF-Downstream(s), RF-Upstream(s)) the linkUp/Down event/trap SHOULD be

generated by each CM TS interface. Therefore, the default setting of ifLinkUpDownTrapEnable for each CMTS
interface (MAC, RF-Downstream(s), RF-Upstream(s)) MUST be set to enable.

6.3.6 Requirements for [RFC 2665]

[RFC 2665] MUST be implemented by DOCSIS 2.0-compliant CMTSes and CMs if Ethernet or Fast Ethernet
interfaces are present.

6.3.7 Requirements for [RFC 1493]
[RFC 1493] MUST be implemented by DOCSIS 2.0-compliant CMTS and CMs.

In both the CM and the CMTS (if the CM TS implements transparent bridging), the Bridge MIB ([RFC 1493])
MUST beimplemented to manage the bridging process.

In CMTSes that implement transparent bridging, the Bridge MIB MUST be used to represent information about
the MAC Forwarder states.

6.3.8 Requirements for [RFC 2011]

[RFC 2011] MUST be implemented by DOCSIS 2.0-compliant CMTSes and CMs.
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6.3.8.1 The IP Group
The IP group MUST be implemented. It does not apply to | P packets forwarded by the device as a link-layer

bridge. For the CM, it appliesonly to the device asan IP host. At the CMTS, it appliesto the device asan I P host,
and as aroutersif IP routing isimplemented.

6.3.8.2 The ICMP Group

The ICMP group MUST be implemented.

6.3.9 Requirements for [RFC 2013]
[RFC 2013] MUST be implemented by DOCSIS 2.0-compliant CMTSes and CMs.

The UDP group in [RFC 2013] MUST be implemented.

6.3.10 Requirements for [RFC 3418]

[RFC-3418] MUST be implemented by DOCSIS 2.0-compliant CMTSes and CMs.

6.3.10.1 The System Group

The System Group from [RFC 3418] MUST be implemented. See Section 7.2.1 for sysObjectID requirements.

6.3.10.2 The SNMP Group

The SNMP Group from [RFC 3418] MUST be implemented.
6.3.11 Requirements for DOCS-QOS-MIB
Annex J DOCS-QOS-MIB requirements MUST be implemented by DOCSIS 2.0 CMTSes and CMs.t

6.3.12 Requirements for “draft-ietf-ipcdn-igmp-mib-01.txt”
“draft-ietf-ipcdn-igmp-mib-01.txt" requirements have been deleted for CMTSes and CMs.
6.3.13 Requirements for [RFC 2933]

[RFC 2933] MUST be implemented by DOCSIS 2.0-compliant CMTSes and CMs.

Refer to Annex E for DOCSIS 2.0 IGMP cable device implementation details.

6.3.14 Requirements for DOCS-BPI2-MIB

“ draft-ietf-ipcdn-bpiplus-mib-05.txt” MUST be implemented by DOCSIS 2.0-compliant CMTSes and CMs as
specified in Annex A2

L Added this sentence to the section per ECN OSSIv2.0-N-04.0127-4 by GO on 3/16/04.
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6.3.15 Requirements for USB MIB
Note: Until the USB-MIB becomes an IETF RFC, the draft text will be available on the DOCSIS website.

6.3.16 Requirements for DOCS-SUBMGT-MIB
“draft-ietf-ipcdn-subscriber-mib-02-.txt” MUST be implemented by DOCSIS 2.0-compliant CM T Ses.

DOCSIS 2.0-compliant CMTSes MUST support a minimum number of thirty (30) filter groups of twenty (20)
filters each.

6.3.17 Requirements for [RFC 2786]

[RFC 2786] MUST be implemented by DOCSIS 2.0-compliant CMs. [RFC 2786] MAY be implemented on the
CMTS.

6.3.18 Requirements for [RFC 3083]
[RFC 3083] MUST be implemented by DOCSIS 2.0-compliant CMs as specified in Annex A.

Due to the editoria error in [RFC 3083], DOCSIS 2.0-compliant CMs MUST use the following definition for
docsBpiCmA uthState and not the definition in [RFC 3083]:

docsBpi CmAut hSt ate  OBJECT- TYPE
SYNTAX | NTEGER {

start (1),

aut hwait (2),

aut hori zed(3),

reaut hWai t (4),

aut hRej ect Wi t (5)

}

MAX- ACCESS read-only
STATUS current

DESCRI PTI ON
"The value of this object is the state of the CMauthorization FSM The start state indicates
that FSMis in its initial state."

REFERENCE
"DOCSI S Baseline Privacy Interface Specification, Section 4.1.2.1."
::= { docsBpi CnBaseEntry 3 }

In addition, compliant CMs MAY create new entries in the docsBpiCmTEK Table for any multicast SID(s) it
receivesin Auth-Reply messages. |f implemented, the multicast SID MUST be used as an index in the
docsBpiCmTEK Table in the docslfCmServiceld field. Notethat if the multicast SID isused in the
docsBpiCmTEK Table, there MUST NOT be a corresponding entry in the docslfCmServiceTable for the
multicast SID, due to the definition of the docsifCmService ID in the DOCS-IF-MIB.

2. Revised sentence (rescinded OSS2-N-02234) per ECN 0SS2-N-03021 by GO on 03/21/03.
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6.3.19 Requirements for DOCS-IF-EXT-MIB

A DOCSIS 2.0-compliant CM/CMTS MUST NOT support the DOCS-IF-EXT MIB, which is defined in Annex
G.

6.3.20 Requirements for DOCS-CABLE-DEVICE-TRAP-MIB

DOCSIS 2.0-compliant CMs and CMTSes MUST implement DOCS-CABLE-DEVICE-TRAP-MIB, as
specified in Annex H.

6.3.21 Requirements for SNMPv3 MIBs

DOCSIS 2.0-compliant CMS/ICMTSes MUST implement the MIBs defined in [RFC 3411] through [RFC 3415]
and [RFC 2576 1.

For CMs, the default value for any SNMPv3 object with a storageType textual convention MUST be
‘volatile(2)'. This overides the default value specified in [RFC 3411] through [RFC 3415] and [RFC 2576]. The
CM MUST only accept the value of ‘volatile(2)’ on any SNMPv3 storageType object. An attempted set to a
value of other(1), nonVolatile(3), permanent(4), or readOnly(5) will result in an ‘inconsistantValue' error. Values
other than the valid range (1-5) would result in a‘wrongValue' error.

The CM and CMTS SHOULD support a minimum of 30 available rows in the vacmViewTreeFamilyTable
object.

6.3.22 Requirements for DOCS-LOADBALANCING-MIB?2

DOCSIS 2.0-compliant CMTSes MUST implement DOCS-LOADBALANCING-MIB, as specified in Annex |.

6.4 CM configuration files, TLV-11 and MIB OIDs/values

The following sections define the use of CM configuration file TLV-11 elements and the CM rulesfor translating
TLV-11 elementsinto SNMP PDU (SNMP MIB OlD/instance and MIB OID/instance value combinations; also
referred to as SNMP varbinds).

This section also defines the CM behaviors, or state transitions, after either pass or fail of the CM configuration
process.

For TLV-11 definitions refer to Annex C of [DOCSIS 5].

6.4.1 CM configuration file TLV-11 element translation (to SNMP PDU)

TLV-11 trand ation defines the process used by the CM to convert CM configuration file information (TLV-11
elements) into SNMP PDU (varbinds). The CM MUST translate CM configuration file TLV-11 elementsinto a
single SNMP PDU containing (n) MIB Ol D/instance and value components (SNMP varbinds). Once asingle
SNMP PDU is constructed, the CM processes the SNMP PDU and determines the CM configuration pass/fail
based on the rules for CM configuration file processing, described below. However, if aCM is not physically

L Revised this sentence per ECN 0SS2-N-03067 by GO on 4/5/04.
2. Added new section per ECN OSSIv2.0-N-04.0126-6 by GO on 3/15/04.
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capable of processing a potentially large single CM configuration file-generated SNMP PDU, the CM MUST
still behave asif all MIB OlD/instance and value components (SNMP varbinds) from CM configuration file
TLV-11 elements are processed as asingle SNMP PDU.

In accordance with [RFC 3416], the single CM configuration file generated SNMP PDU will be treated "as if
simultaneous' and the CM must behave consistently, regardless of the order in which TLV-11 elements appear in
the CM configuration file, or SNMP PDU.

The CM configuration file MUST NOT contain duplicate TLV-11 elements (duplicate means SNMP MIB object
has identical OID). If duplicate TLV-11 elements are received by the CM, from the CM configuration file, then

the CM MUST fail CM configuration.1

6.4.1.1 Rules for CreateAndGo and CreateAndWait
The CM MUST support CreateAndGo for row creation.

The CM MAY support CreateAndWait, with the constraint that CM configuration file TLV-11 elements MUST
NOT be duplicated (all SNMP MIB OID/instance must be unique). For instance, an SNMP PDU constructed
from CM configuration file TLV-11 elements, which contains an SNMP CreateAndWait value for agiven SNMP
MIB OID/instance, MUST NOT also contain an SNMP Active value for the same SNMP MIB OID/instance
(and vice versa). A CM configuration file MAY contain a TLV-11 CreateAndWait element if the intended result
isto create an SNMP table row which will remain in the SNMP NotReady or SNMP NotInService state until a
non-configuration file SNMP PDU isissued, from an SNMP manager, to update the SNMP table row status.

Both SNMP NotReady and SNMP NotlnService states are valid table row states after an SNMP CreateAndWait
instruction.

6.4.2 CM configuration TLV-11 elements not supported by the CM

If any CM configuration file TLV-11 elements trandate to SNMP MIB OIDs that are not MIB OID elements
supported by the CM, then those SNMP varbinds MUST be ignored, and treated as if they had not been present,
for the purpose of CM configuration. This means that the CM will ignore SNMP MIB OIDs for other vendors’
private MIBs as well as standard MIB elements that the CM does not support.

CMs that do not support SNM P CreateAndWait for a given SNMP MIB table MUST ignore, and treat asif not
present, the set of columns associated with the SNMP table row.

If any CM configuration file TLV-11 element(s) are ignored, then the CM MUST report viathe CM configured

notification mechanism(s), after the CM isregistered. The CM notification method MUST bein accordance with
Section 7.4.2.3.

6.4.3 CM state after CM configuration file processing success

After successful CM configuration, viaCM configuration file, the CM MUST proceed to register withthe CMTS
and pass data.

L Replaced paragraph per ECN OSSIv2.0-N-03.0115-2 by GO on 2/19/04.
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6.4.4 CM state after CM configuration file processing failure

If any CM configuration file generated SNMP PDU varbind performs an illegal set operation (illegal, bad, or
inconsistent value) to any MIB OlD/instance supported by the CM, processing of the CM configuration file
MUST fail. Any CM configuration file generated SNMP PDU varbind set failure MUST cause aCM
configuration failure, and the CM MUST NOT proceed with CM registration.

6.5 Treatment and interpretation of MIB counters on the CM

Octet and packet counters implemented as counter32 and counter64 MIB objects are monotonically increasing
positive integers with no specific initial value and a maximum value based on the counter size that will roll-over
to zero when it is exceeded. In particular, counters are defined such that the only meaningful value isthe
difference between counter values as seen over a sequence of counter polls. However, there are two situations
that can cause this consistent monotonically increasing behavior to change: 1) resetting the counter dueto a

system or interface reinitialization, or 2) arollover of the counter when it reaches its maximum value of 232-1 or
2541 In these situations, it must be clear what the expected behavior of the counters should be.

Case 1: Whenever the state of an interface changes resulting in an “interface counter discontinuity” asdefined in
[RFC 2863]. In this case the value of the if X Table.if X Entry.if CounterDiscontinuity Time for the affected
interface MUST be set to the current value of sysUpTime and ALL counters for the affected interface MUST be
set to ZERO. Setting the ifAdminStatus of specified interface to down(2) MUST NOT be considered as an
interface reset.

Case 2: SNMP Agent Reset. In this case, the value of the sysUpTime MUST be set to ZERO, all interface
if CounterDiscontinuity Time values MUST be set to ZERO, and al interface counters MUST be set to ZERO.
Also, all other counters being maintained by the SNMP Agent MUST be set to ZERO.

Case 3: Counter Rollover. When a counter32 object reaches its maximum value of 4,294,967,295, the next value
MUST be ZERO. When a counter64 object reaches its maximum value of 18,446,744,073,709,551,615, the next
value MUST be ZERO. Note that unlessa CM or CMTS vendor provides a means outside of SNMP to preset a
counter64 or counter32 object to an arbitrary value, it will not be possible to test any rollover scenarios for
counter64 objects (and many counter32 objects aswell). Thisis because it is hot possible for these countersto
rollover during the service life of the device (see discussion in Section 3.1.6 of [RFC 2863]).

6.6 SNMPv3 Notification Receiver config file element

This section specifies processing requirements on the CM when one or SNMPv3 Notification Receiver TLVsare
present in the configuration file. The SNMPv3 Notification Receiver TLV is used to configure SNMPv3 tables
for notification transmission. The CM MUST processthis TLV only if the CM isin SNMPv3 Coexistence Mode.

Based on the TLV, the CM MUST make entries to the following tables in order to cause the desired trap
transmission; snmpNotifyTable, snmpTargetAddrTable, snmpTargetParamsTabl e, snmpNotifyFilterProfileTable,

snmpNotifyFilterTable, snmpCommunity Table, usmUserTable, vacmSecurity ToGroupTable, vacmA ccessTable,
and vacmViewTreeFamilyTable. The mapping from the TLV to these tablesis described in the following section.

6.6.1 Mapping of TLV fields into created SNMPv3 table rows

The following tables illustrate how the fields from the config file TLV elements are placed into the SNMPv3
tables. The TLV fields are shown below as:

<IP Address> A 32-hit IP address of anotification receiver
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<Port> A 16-bit UDP Port number on the notification receiver to receive the notifications

<Trap type> Defines the naotification type as explained above

<Timeout> 16-hit timeout, in milliseconds to wait before sending aretry of an Inform Notification
<Retries> 16-bit number of timesto retry an Inform after the first Inform transmission

<Filter OID> TheOID of the snmpTrapOID value that is the root of the MIB subtree that defines all of the
notifications to be sent to the Notification Receiver.

<Security Name> The security name specified on the TLV element, or “ @config” if not specified.

These tables are shown in the order that the agent will search down through them when a notification is
generated in order to determine to whom to send the notification, and how to fill out the contents of the
notification packet.

In configuring entries in these SNM Pv3 tables, note the following:

¢ The Community Name for trapsin SNMPv1 and SNMPv2 packetsis configured as “ public”. The Security
Name in traps and informs in SNMPv3 packets where no security name has been specified is configured as
“@Config”, in which case the security level is*“noAuthNoPriv”.

* Several columnar objects are configured with avalue beginning with the string “ @config”. If these tables are
configured through other mechanisms, Network operators should not use values beginning with “ @config” to
avoid conflicts with the mapping process specified here.

6.6.1.1 snmpNotifyTable
The snmpNotifyTableis defined in [RFC 3413], in the “Notification MIB Module” section.

Create 2 rows with fixed valuesif 1 or more TLV elements are present.

Table 6-5 snmpNotifyTable

1st Row 2nd Row
Column Name (* = Part of Index) Column Value Column Value
* snmpNotifyName “@config_inform” “@config_trap”
snmpNotifyTag “@config_inform” “@config_ trap “
snmpNotifyType inform (2) trap (1)
snmpNotifyStorageType volatile (2) volatile (2)
snmpNotifyRowStatus Active (1) active (1)

6.6.1.2 snmpTargetAddrTable

The snmpTargetAddrTableis defined in [RFC 3413], in the “Management Target MIB Modul€” section.
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Create 1 row for each TLV element in the config file.

Table 6-6 snmpTargetAddrTable

Column Name
(* = Part of Index)

Column Value

* snmpTargetAddrName “@config_n" Where n ranges from 0 to m-1 where m is the number of
notification receiver TLV elements in the config file
snmpTargetAddrTDomain snmpUDPDomain = snmpDomains.1

snmpTargetAddrTAddress
(IP Address and UDP Port of the
Notification Receiver)

OCTET STRING (6)Octets 1-4: <IP Address>Octets 5-6: <Port>

snmpTargetAddrTimeout

<Timeout> from the TLV

snmpTargetAddrRetryCount

<Retries> from the TLV

snmpTargetAddrTagList “@config_trap” if <Trap type>is 1, 2, or 4
“@config_inform” if <Trap type>is 3 or 5

snmpTargetAddrParams “@config_n" (Same as snmpTargetAddrName value)

snmpTargetAddrStorageType volatile (2)

snmpTargetAddrRowStatus active (1)

6.6.1.3 snmpTargetAddrExtTable

The snmpTargetAddrExtTable is defined in [RFC 3413], in the “ SNMP Community MIB Module” section.

Create 1 row for each TLV element in the config file.

Table 6-7 snmpTargetAddrExtTable

Column Name
(* = Part of Index) Column Value
* snmpTargetAddrName “@config_n"
where n ranges from 0 to m-1, and m is the number of notification receiver TLV
elements in the config file
snmpTargetAddrTMask <zero-length octet string>
snmpTargetAddrMMS 0

6.6.1.4 snmpTargetParamsTable

The snmpTargetParamsTable is defined in [RFC 3413], in the “Management Target MIB Module” section.

Create 1 row for each TLV element in the config file. If <Trap type>is 1, 2, or 3, or if the <Security Name> Field
is zero-length, create the table as follows:

Table 6-8 snmpTargetParamsTable for <Trap type>1, 2, or 3

Column Name
(* = Part of Index)

Column Value

* snmpTargetParamsName

“@config_n"
where n ranges from 0 to m-1, and m is the number of notification
receiver TLV elements in the config file

snmpTargetParamsMPModel

SYNTAX: SnmpMessageProcessingModel

SNMPvV1 (0) if <Trap type>is 1
SNMPv2c (1) if <Trap type>is 2 or 3
SNMPvV3 (3) if <Trap type>is 4 or 5
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Table 6-8 snmpTargetParamsTable for <Trap type>1, 2, or 3

Column Name

(* = Part of Index) Column Value
snmpTargetParamsSecurityModel SNMPvV1 (1) if <Trap type>is 1
SYNTAX: SnmpSecurityModel SNMPv2c (2) If <Trap type>is 2 or 3

USM (3) if <Trap type>is4 or 5

NOTE: The mapping of SNMP protocol types to value here are
different from snmpTargetParamsMPModel

snmpTargetParamsSecurityName “@config”
snmpTargetParamsSecurityLevel noAuthNoPriv
snmpTargetParamsStorageType volatile (2)
snmpTargetParamsRowStatus active (1)

If <Trap type>is4 or 5, and the <Security Name> Field is non-zero length, create the table as follows:

Table 6-9 snmpTargetParamsTable for <Trap type>4 or 5

Column Name
(* = Part of Index) Column Value

* snmpTargetParamsName “@config_n"
where n ranges from 0 to m-1, and m is the number of notification
receiver TLV elements in the config file

snmpTargetParamsMPModel SNMPvV1 (0) if <Trap type>is 1
SYNTAX: SnmpMessageProcessingModel SNMPv2c (1) if <Trap type>is 2 or 3
SNMPv3 (3) if <Trap type>is 4 or 5
snmpTargetParamsSecurityModel SNMPv1 (1) if <Trap type>is 1
SYNTAX: SnmpSecurityModel SNMPv2c (2) if <Trap type>is 2 or 3

USM (3) if <Trap type>is4 or 5

NOTE: The mapping of SNMP protocol types to value here are
different from snmpTargetParamsMPModel

snmpTargetParamsSecurityName <Security Name>
snmpTargetParamsSecuritylLevel The security level of <Security Name>
snmpTargetParamsStorageType volatile (2)
snmpTargetParamsRowStatus active (1)

6.6.1.5 snmpNotifyFilterProfileTable

The snmpNotifyFilterProfileTableis defined in [RFC 3413], in the “Natification MIB Modul€e” section.

Create 1 row for each TLV that has a non-zero <Filter Length>.

Table 6-10 snmpNotifyFilterProfileTable

Column Name
(* = Part of Index) Column Value

* snmpTargetParamsName “@config_n"
where n ranges from 0 to m-1, and m is the number of notification receiver TLV
elements in the config file

snmpNotifyFilterProfileName “@config_n"
where n ranges from 0 to m-1, and m is the number of notification receiver TLV
elements in the config file

snmpNotifyFilterProfileStorType volatile (2)

snmpNotifyFilterProfileRowStatus active (1)
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6.6.1.6 snmpNotifyFilterTable

The snmpNotifyFilterTable is defined in [RFC 3413], in the “Notification MIB Modul€” section.

Create 1 row for each TLV that has a non-zero <Filter Length>.

Table 6-11 snmpNotifyFilterTable

Column Name
(* = Part of Index)

Column Value

* snmpNotifyFilterProfileName

“@config_n"

where n ranges from 0 to m-1, and m is the number of notification receiver TLV

elements in the config file

* snmpNotifyFilterSubtree

<Filter OID> from the TLV

snmpNotifyFilterMask

<zero-length octet string>

snmpNotifyFilterType included (1)
snmpNotifyFilterStorageType volatile (2)
snmpNotifyFilterRowStatus active (1)

6.6.1.7 snmpCommunityTable

The snmpCommunityTableis defined in [RFC 3413], in the “ SNMP Community MIB Module” section.

Create 1 row with fixed valuesif 1 or more TLVs are present. This causes SNMPv1 and v2c notifications to

contain the community string in snmpCommunityName.

Table 6-12 snmpCommunityTable

Column Name
(* = Part of Index)

Column Value

* snmpCommunitylndex “@config”
snmpCommunityName “public”
snmpCommunitySecurityName “@config”

snmpCommunityContextEnginelD

<the enginelD of the cable modem>

snmpCommunityContextName

<zero-length octet string>

snmpCommunity TransportTag

<zero-length octet string>

snmpCommunityStorageType

volatile (2)

snmpCommunityStatus

active (1)

6.6.1.8 usmUserTable

The usmUserTableis defined in [RFC 3414], in the “ Definitions” section.

Create 1 row with fixed valuesif 1 or more TLV's are present. Other rows are created, one each time the engine
ID of atrap receiver is discovered. This specifies the user name on the remote notification receivers to which

notifications are to be sent.
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Onerow inthe usmUserTable is created. When the engine ID of each notification receiver is discovered, the
agent copies thisrow into a new row and replaces the 0x00 in the usmUserEnginel D column with the newly-
discovered value.

Table 6-13 usmUserTable

Column Name
(* = Part of Index)

Column Value

* usmUserEnginelD

0x00

* usmUserName

“@config”
When other rows are created, this is replaced with the
<Security Name> field from the TLV element.

usmUserSecurityName

“@config”
When other rows are created, this is replaced with the
<Security Name> field from the TLV element.

usmUserCloneFrom

<don't care>
This row cannot be cloned.

usmUserAuthProtocol None
When other rows are created, this is replaced with None
or MD5, depending on the security level of the V3 User.
usmUserAuthKeyChange <don'’t care>
Write-only
usmUserOwnAuthKeyChange <don'’t care>
Write-only
usmUserPrivProtocol None
When other rows are created, this is replaced with None
or DES, depending on the security level of the V3 User.
usmUserPrivKeyChange <don't care>
Write-only
usmUserOwnPrivKeyChange <don't care>
Write-only
usmUserPublic <zero-length string>
usmUserStorageType volatile (2)
usmUserStatus active (1)

6.6.1.9 vacmSecurityToGroupTable

The vacmSecurityToGroupTable is defined in [RFC 3415], in the “ Definitions” section.

Create 3 rows with fixed valuesif 1 or more TLVs are present.

These are the 3 rows with fixed values. These are used for the TLV entries with <Trap Type>setto 1, 2, or 3, or
with a zero-length <Security Name>. The TLV entries with <Trap Type> set to 4 or 5 and a non-zero length
<Security Name> will use the rows created in the vacmSecurity ToGroupTable by the DH Kickstart process.

Table 6-14 vacmSecurityToGroupTable

Column Name First Row Second Row Third Row
(* = Part of Index) Column Value Column Value Column Value
* vacmSecurityModel SNMPV1 (1) SNMPV2c (2) USM (3)
* vacmSecurityName “@config” “@config” “@config”
vacmGroupName “@configv1” “@configv2” “@configusSM”
vacmSecurityToGroupStorageType volatile (2) volatile (2) volatile (2)
vacmSecurityToGroupStatus active (1) active (1) active (1)
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6.6.1.10 vacmAccessTable

The vacmA ccessTable is defined in [RFC 3415], in the “Definitions” section.

Create 3 rows with fixed values, if 1 or more TLVs are present.

These are the 3 rows with fixed values. These are used for the TLV entries with <Trap Type>setto 1, 2, or 3, or

with a zero-length <Security Name>. The TLV entries with <Trap Type> set to 4 or 5 and a hon-zero length

<Security Name> will use the rows created in the vacmA ccessTable by the DH Kickstart process.

Table 6-15 vacmAccessTable

Column Name
(* = Part of Index)

Column Value

Column Value

Column Value

* vacmGroupName “@configv1” “@configv2” “@configusSM”

* vacmAccessContextPrefix <zero-length string> <zero-length string> <zero-length string>
* vacmAccessSecurityModel SNMPV1 (1) SNMPV2c (2) USM (3)

* vacmAccessSecurityLevel noAuthNoPriv (1) noAuthNoPriv (1) noAuthNoPriv (1)
vacmAccessContextMatch exact (1) exact (1) exact (1)

vacmAccessReadViewName

<zero-length octet
string>

<zero-length octet
string>

<zero-length octet
string>

vacmAccessWriteViewName

<Zero length octet
string>

<Zero length octet
string>

<Zero length octet
string>

vacmAccessNotifyViewName “@config” “@config” “@config”
vacmAccessStorageType volatile (2) volatile (2) volatile (2)
vacmAccessStatus active (1) active (1) active (1)

6.6.1.11 vacmViewTreeFamilyTable

The vacmViewTreeFamilyTableis defined in [RFC 3415], inthe “a’ section.

Create 1 row with fixed valuesif 1 or more TLVs are present.

Thisrow isused for the TLV entrieswith <Trap Type> set to 1, 2, or 3 or with a zero-length <Security Name>.
The TLV entrieswith <Trap Type> set to 4 or 5 and anon-zero length <Security Name> will use the rows created
in the vacmViewTreeFamilyTable by the DH Kickstart process.

Table 6-16 vacmViewTreeFamilyTable

Column Name
(* = Part of Index)

Column Value

* vacmViewTreeFamilyViewName “@config”

* vacmViewTreeFamilySubtree 1.3
vacmViewTreeFamilyMask <default from MIB>
vacmViewTreeFamilyType included (1)
vacmViewTreeFamilyStorageType volatile (2)
vacmViewTreeFamilyStatus active (1)
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7 OSSI for Radio Frequency Interface

7.1 Subscriber Account Management Interface Specification?!

Note: The Subscriber Account Management Interface specification is OPTIONAL for CMTS vendors at this time. However, if a
billing interface is provided by a CMTS vendor, it MUST conform to the specification in this section.

The Subscriber Account Management Interface Specification is defined to enable prospective vendors of cable
modems and cable modem termination systems to address the operational requirements of subscriber account
management in a uniform and consistent manner. It isthe intention that this would enable operators and other
interested parties to define, design and devel op Operations and Business Support System (OBSS) necessary for
the commercial deployment of different class of services over cable networks with accompanying usage-based
billing of services for each individual subscriber.

Subscriber Account Management described here refers to the following business processes and terms:

Class of Service Provisioning Processes, which are involved in the automatic and dynamic provisioning
and enforcement of subscribed class of policy-based service level agreements (SLAS);

Usage-Based Billing Processes, which areinvolved in the processing of bills based on services rendered
to and consumed by paying subscribers. This Specification focuses primarily on bandwidth-centric
usage-based billing scenarios. 1t complements the current Telephony Billing Specification that is being
developed within the PacketCabl e architecture.

In order to devel op the DOCSIS-OSS Subscriber Account Management Specification, it is necessary to consider
high-level business processes common to cable operators and the associated operational scenarios. These issues
are discussed in Annex B.

7.1.1 Service Flows, Service Classes, and Subscriber Usage Billing

The DOCSIS 2.0 RFI specification provides amechanism for a Cable Modem (CM) to register with its Cable
Modem Termination System (CMTS) and to configure itself based on external Quality of Service (QoS)
parameters when it is powered up or reset. To quote (in part) from Section 8.1 Theory of Operation:

The principal mechanism for providing enhanced QoS is to classify packetstraversing the RF MAC
interface into a Service Flow. A Service Flow isaunidirectional flow of packetsthat is provided a par-
ticular Quality of Service. The CM and the CMTS provide this QoS by shaping, policing, and prioritiz-
ing traffic according to the QoS Parameter Set defined for the Service Flow.

The requirements for Quality of Service include:

* A configuration and registration function for pre-configuring CM-based QoS Service Flows and
traffic parameters.

e Utilization of QoS traffic parameters for downstream Service Flows.

* Classification of packets arriving from the upper layer service interface to a specific active Service
Flow

e Grouping of Service Flow properties into named Service Classes, so upper layer entities and
external applications (at both the CM and the CMTS) can request Service Flows with desired QoS
parametersin aglobally consistent way.

L1 Replaced Section 7.1 per ECN OSS2-N-02236 by GO on 02/12/03.
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A Service Class Name (SCN) is defined in the CMTS via provisioning (see DOCS-QOS-MIB). An SCN
provides a handle to an associated QoS Parameter Set (QPS) template. Service Flows that are created using an
SCN are considered to be "named" Service Flows. The SCN identifies the service characteristics of a Service
Flow to external systems such as a billing system or customer service system. For consistency in billing,
operators should ensure that SCNs are unique within an area serviced by the same BSS that utilizes this
interface., A descriptive SCN might be something like PrimaryUp, GoldUp, VoiceDn, or BronzeDn to indicate
the nature and direction of the Service Flow to the external system.

A Service Package implements a Service Level Agreement (SLA) between the MSO and its Subscribers on the
RFI interface. A Service Package might be known by a name such as Gold, Silver, or Bronze. A Service Package
isitself implemented by the set of named Service Flows (using SCNs) that are placed into a CM Configuration

File! that is stored on a TFTP server. The set of Service Flows defined in the CM Config File are used to create
active Service Flows when the CM registers with the CMTS. Note that many Subscribers are assigned to the
same Service Package, therefore, many CMs use the same CM Config File to establish their active Service
Flows. Also, note that a Service Package hasto define at least two Service Flows known as Primary Service
Flows that are used by default when a packet matches none of the classifiers for the other Service Flows. A CM
Config File that implements a Service Package, therefore, must define the two primary Service Flows using
SCNs (e.g. PrimaryUp and PrimaryDn) that are known to the CMTS if these Service Flows are to be visible to
external systemsviathisbilling interface. Note that it is often the practice in a usage sensitive billing
environment to segregate the operator’s own maintenance traffic to and from the CM into the primary service
flows so that thistraffic is not reflected in the traffic counters associated the subscriber’s SLA service flows.

The DOCSIS 2.0 RFI specification also provides for dynamically created Service Flows. An example could be a
set of dynamic Service Flows created by an embedded PacketCable Multimedia Terminal Adapter (MTA) to
manage Vol P signaling and mediaflows. All dynamic Service Flows must be created using an SCN known to the
CMTSif they areto be visible to the billing system. These dynamic SCNs do not need to appear in the CM
Config File but the MTA may refer to them directly during its own initialization and operation.

Duringinitialization,aCM communicates with a DHCP Server that providesthe CM with its assigned | P address
and, in addition, receives a pointer to the TFTP Server that storesthe assigned CM Config Filefor that CM. The
CM reads the CM Config File and forwards the set of Service Flow definitions (using SCNs) up to the CMTS.
The CMTS then performs a macro-expansion on the SCNs (using its provisioned SCN templates) into QoS
Parameter Sets sent in the Registration Response for the CM. Internally, each active Service Flow isidentified by
a 32-hit SFID assigned by the CM TS to a specific CM (relative to the RFI interface). For billing purposes,
however, the SFID is not sufficient as the only identifier of a Service Flow because the billing system cannot
distinguish the class of service being delivered by one SFID from another. Therefore, the SCN is necessary, in
addition to the SFID, to identify the Service Flow's class of service characteristics to the billing system. The
billing system can then rate the charges differently for each of the Service Flow traffic counts based on its
Service Class (e.g. Gold octet counts are likely to be charged more than Bronze octet counts). Thus, the billing
system obtains from the CM TS the traffic counts for each named Service Flow (identified by SFID and SCN)
that a subscriber’s CM uses during the billing data collection interval. Thisis true even if multiple active Service
Flows (i.e. SFIDs) are created using the same SCN for agiven CM over time. Thiswill result in multiple billing
records for the CM for Service Flows that have the same SCN (but different SFIDs). Note that the SFID isthe
primary key to the Service Flow. When an active Service Flow exists across multiple sequential billing files the
SFID allows the sequence of recorded counter values to be correlated to the same Service Flow instance.

L The CM Configuration File contains several kinds of information needed to properly configurethe CM and its
relationship with the CMTS, but the for the sake of this discussion only the Service Flow and Quality of Ser-
vice components are of interest.
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7.1.1.1 High-Level Requirements for Subscriber Usage Billing Records

This section provides the high-level, functional requirements of thisinterface. Use of spec wordsis intentionally
avoided as subsequent sections will specify the actual requirements necessary for interoperability utilizing this
interface.

The CMTS, or its supporting Element Management System (EMS), must provide formatted Subscriber Usage
Billing Records for all subscribers attached to the CMTS on demand to a mediation system or a billing system.
The minimum billing record collection interval that must be supported by aCM TS is 15 minutes. The following
are the requirements for processing and transmitting Subscriber Usage Billing Records:

1

The Subscriber Usage Billing File must identify the CMTS by host name and IP address and the time that the
billing file was created. The sysUpTime value for the CMTS must also be recorded.

Subscriber usage billing records must be identified by CM MAC address (but not necessarily sorted). The
Subscriber’s current CM P address must also be present in the billing record for the Subscriber. If the CMTS
istracking CPE | P addresses behind the Subscriber’'s CM, then these CPE | P addresses must also be present in
the billing record.

Subscriber usage billing records must have entries for each active Service Flow (identified by SFID and
Service Class Name) used by all CMs operating in DOCSIS 1.1 (or higher) registration mode during the

collectioninterval.* Thisincludesall currently running Service Flows aswell asall terminated Service Flows
that were deleted and logged during the collection interval. Note well that a provisioned or admitted state SF
that was deleted before it became activeis not recorded in the billing file, even though it was logged by the
CMTS. In addition, billing records for CMs operating in DOCSI'S 1.0 registration mode may be created by
reporting the DOCSIS 1.0 service as a pair of upstream and downstream Service Flows that contain the
aggregate packet and octet countersfor each direction. In this case, the billing record must identify the CM as
operating in 1.0 mode. Note that there will be null Service Class Names associated with these DOCSIS 1.0
Service Flows.

It must be possible to distinguish running Service Flows from terminated Service Flows in the billing records.
Internal CMTS Service Flow log records must not be deleted from the CM TS until after they have been
recorded in a billing file stored in non-volatile storage. The CMTS must maintain a separate view of the
internal Service Flow log for SNMP access viathe DOCS-QOS-MIB. It must not be possible to delete
internal Service Flow log entries via SNMP until they have been released by the billing formatter. A
terminated Service Flow must be reported into a Billing File exactly once.

It must be possible to identify the Service Flow direction as upstream or downstream without reference to the
Service Class Name. The number of packets and octets passed must be collected for each upstream and
downstream Service Flow. The number of packets dropped and the number of packets delayed due to
enforcement of QoS maximum throughput parameters (SLA) must also be collected for each Service Flow. In
the case of an upstream Service Flow, the reported SLA drop and delay counters must represent only the
policing performed by the CMTS. Note that since it is possible for a Subscriber to change from one service
package to another and back again or to have dynamic service flows occur multiple times, it is possible that
there will be multiple entries for a given SCN within a Subscriber’s billing record for the collection period.
This could also occur if aCM re-registers for any reason (such as CM power failure).

All traffic counters must be based on absol ute 64-bit counters as maintained by the CMTS. These counters
must be reset to zero by the CMTSiif it re-initializes its management interface. The CM TS sysUpTime value
is used to determine if the management interface has been reset between adjacent collection intervals. It is
expected that the 64-bit counters will not roll over within the servicelifetime of the CMTS.

Subscriber billing records are a method of byte usage accounting only. Some types of Service Flows can con-
sume system resources without bytes actually being passed (e.g. an active RTPS flow or an admitted UGS
flow). Billing for these types of resources is beyond the scope of this specification.
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7. Tofacilitate processing of the Subscriber Usage Billing Records by alarge number of diverse billing and
mediation systems an Extensible Markup Language (XML) format is required. Specifically, the |P Detail
Record (IPDR) standard as described in IPDR.org’s Network Data Management - Usage, Version 3.1 ((NDM-
U 3.1]) asextended for XML schemaformat DOCSI S Cable Data Systems Subscriber Usage Billing Records
must be used. See Annex E for the DOCSIS Cable Data Systems Subscriber Usage Billing Records Service
Specification submission to IPDR.org, the DOCSIS IPDR schema, and an example DOCSIS IPDR XML
Schema billing file. See also http://www.ipdr.org for more information on the NDM-U specification and
Service Specification Guidelines.

8. Toimprove the performance of storage and transmission of the NDM-U XML format billing records a
compressed file format is required. Loss-less compression in GZIP 4.3 format as described in [[RFC 1952]
must be used to store and transmit the billing file. It is expected that an IPDRv3 XML format billing file will
compress on the order of 30:1 or better. See also http://www.gnu.org/software/gzip for more information.

9. Toimprovethe network performance of the billing collection activity, areliable high-throughput TCP stream
must be used to transfer billing records between the record formatter and the collection system. Standard FTP
GET of the compressed (and optionally encrypted) billing file from the record formatter by the collection
system must be supported.

10.To alow for decoupled scheduling, the billing collection cycle must be driven by the collection system
through the standard FTP GET and FTP DELETE operations. Since the collection interval may vary over
time, the record formatter is only required to maintain one current billing fileinits FTP file system. The
collection system (operating on its own schedule) may retrieve the current billing file using FTP GET at any
time after it has been constructed and placed in the FTP file system by the record formatter. The collection
system must explicitly FTP DELETE the billing file when it no longer needsit. The retrieval model is
detailed in Section 7.1.4.

11. To ensure the end-to-end privacy and integrity of the billing records, while either stored or in transit, an
authentication and encryption mechanism must be provided between the record formatter and the collection
system. The security model is detailed in Section 7.1.5.

7.1.2 IP Detail Record (IPDR) Standard

The IPDR Organization (see http://www.ipdr.org) has defined a generic model for using XML Schemain IP
Detail Recording applications. Industry specific IP billing applications such as the Cable Data Systems
Subscriber Usage Billing Record can be added to the IPDR standard by mapping the application semantics onto
the NDM-U XML Schema syntax. See Annex A for the DOCSIS OSSI Service Specification submission to
IPDR.org for the DOCSIS Cable Data Systems Subscriber Usage Billing Record. Annex E also contains an
example IPDR XML format Subscriber Usage Billing file and the IPDR standard XML Schema (.xsd) files that
describe the DOCSIS IPDR syntax.

. . Business
Service Service IPDR IPDR D Support E To/From
Consumer Element Recorder Transmitter systems) [
(s) (sE) (IR) am V(BSS) Other BSSs
Usage Data »>

q+— — —  Contol/———————————————————————————— P

Figure 7-1 Basic Network Model (ref. [NDM-U 3.1] from www.ipdr.org)
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7.1.2.1 IPDR Network Model

The IPDR Network Model is givenin the [NDM-U 3.1] specification and is portrayed in Table 7-1 above. Note
that in Table 7-1 the highlighted blocks and interfaces are the only ones defined in this specification. In this
network model, the Service Consumer (SC) is the Cable Data Service Subscriber identified by their Cable
Modem MAC address, current CM | P address, and current CPE IP addresses. The Service Element (SE) isthe
CMTS identified by its host name, IP address, and current value of its sysUpTime object. The IPDR Recorder
(IR) isthe billing record formatter function that creates the [NDM-U 3.1] schemaformat XML IPDRs from the
internal counters maintained by the CMTS for each Subscriber’s running and terminated Service Flows. The
IPDR Store (1S) isthe function that maintains the billing file in the FTP file system and detects that the billing
file has been deleted by the billing collector. The IPDR Recorder and the IPDR Store are functions that may be
implemented within the CM TS or hosted on another platform such as an Element Management System (EMS) or
Record Keeping Server (RKS). The IPDR Transmitter (1T) represents the billing record collectors that retrieve
the billing records from the IPDR Store as specified in Section 7.1.4. In this specification the I T retrieves the
compressed and possibly encrypted billing file from the IS on a collection cycle determined by the IT.

Note that the A-interfaceis not specified by the NDM-U specification because it is an internal interface between
the SE and the IR components. The B-interface between the IR and the IS component is also internal to the
implementation and is not specified here. In addition, the other B-interface between the IR and the IT
components is not used by this specification and is outside the scope of this specification. The C-interface is
specified by the NDM-U specification as afile of IPDR records formatted according to the IPDRdoc XML
Schema (.xsd) files (see Annex E). In addition, the billing file in the C-interface is compressed as required by
Section 7.1.1. The C-interface billing file MUST be implemented using the DOCSIS Cable Data Systems
Subscriber Usage Billing Record submission to the IPDR standard as defined in Annex B. The D- and E-
interfaces are beyond the scope of this specification.

7.1.2.2 IPDR Record Structure

The [NDM-U 3.1] specification specifies the IPDRDoc record structure. The IPDRDoc XML schema (see
IPDRDoc3.1.xsd in Annex B) defines the hierarchy of elements within the IPDR document that MUST be
supported by the CM TS as shown in Figure 7-2 below.

[0 docld [0 version @[0 IPDRRecorderInfo%
LILID skring dateTimeMseac string

) + IPDRcreationTime
: + IPDRE dateTimeMsec
IPDRTvpe
[:

+ seqNum
* IPDRDOC int B

+ IPDRDoc.End # count
) — s

Figure 7-2 IPDRDoc 3.1 Generic Schema

The IPDRDoc3.1.xsd schema defines the generic structure of any IPDR document regardless of application. To
complete the definition of an application specific IPDR record structure, an application schemamust be provided
that imports the basic IPDRDoc3.1.xsd schema. The DOCSIS IPDR Version 3.1 schema (see DOCSIS-3.1-
B.0.xsd in Annex E) defines the elements that record the DOCSI S specific information that MUST be supported
by the CMTS (as shown in Figure 7-3 below). Note that the DOCSIS-Type in Figure 7-3 is the application
specific implementation of the IPDR element shown in Figure 7-3. Thus, the DOCSI S specific e ements are sub
elements of the IPDR element.
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r
ipdr:IPDRType

(uocms-Type [{}l—

L

—E ipdr:CMTShostHame |

CMTS Rully qualified domain
niarne [P0 or null,

—[;ipdr:CMTSipAddress |

CMTS IPwd address,
Canonical IP address in period
delirited decirnal notatian,

—[ipdr:CMTSsysupTime |

32-bit count of hundredths of a
second since systermn
initialization, in decirnal
nakation,

—Eipdr:suhscriherld

subzeriber idantifiad by
Cable Modermn MAC address,
in dash delimited hex
nakation,

—Eipdr:CMducsisMude |

M current DiCSIS
registration mode,

—Eipdr:CMipAddress |

CM current IPv4 address,
Canonical IP address in
petiod delimited decirnal
nakation,

—[ipdr:CPEipAddress

Cornmna separated list of
current CPE IPvd addreszes
using this <M duting the
collection interval or null,

Note: The following elements and attributes are the only ones used by the DOCSIS Cable Data Systems Subscriber Usage

: fipdr:ﬁﬁype

"Intetim" identifies running
SFs, "Stop” identifies
deleted SFs,

Figure 7-3 DOCSIS IPDR 3.1 Schema

pdr:SFID

Service Flow ID including its
RFI MAC interface identifier,
Forrnatted as "ifIndex SFID"
in decirnal notation,

—Eipdr:seruiceClassHame |

Service Class Marne (SCH) of
the Service Flow ar null,

—[ipdr:SFdirection |

Direction of the SF fomn the
CMTE cable interface,

—Eipdr:uctetsPassed |

E<h-bit absolute counter walue
of actets pazsed by thiz SF,

—Eipdr:pk’tsPassed |

E-bit absalute counter walue
of packets pazsed by this
sF.

—E ipdr:SLAdropPkts |

Ed-bit abzalute counter value
of packets dropped
exceading SLA by this SF
[Upstraarn is CMTS-side
counter onlyl,

—E ipdr:SLAdelayPkts

E<h-bit absolute counter walue
of packets dalayed
exceeding SLA by this SF
[Upstraarn is CMTS-side
counter onlyl,

Billing Record IPDR instance document (see Annex B). These elements and attributes are described below:
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1. ThelPDRDoc element isthe outermost element that describes the IPDR hilling file itself. It definesthe XML
namespace, the identity of the XML schema document, the version of the specification, the timestamp for the
file, a unique document identifier, and the identity of the IPDR recorder. An IPDRDaoc is composed of
multiple IPDR records. The attributes for the IPDRDoc element MUST be as follows:

a) xmins="http://www.ipdr.org/namespaces/ipdr"
Constant: the XML namespace identifier. Defined by ipdr.org.

b) xmlns:xsi="http://www.w3.0rg/2001/X ML Schema-instance"
Constant: the XML base schema identifier. Defined by ipdr.org.

¢) xsi:schemalocation="DOCSIS-3.1-B.0.xsd"
Constant: the name of the DOCSI'S application specific schemafile.

d) version="3.1"
Constant: the version of the IPDR document. Defined by ipdr.org.

€) creationTime ="yyyy-mm-ddThh:mm:ssz"
UTC time stamp at the time the billing file is created (in 1SO format). For example:
creationTime="2002-06-12T21:11:217". Note that IPDR timestamps MUST awaysbein UTC/GMT
2.

f) docld="<32-bit UTC timestamp>-0000-0000-0000-<48-bit MAC address>"
The unique document identifier. The DOCSIS docld isin asimplified format that is compatible with the
Universal Unique Identifier (UUID) format required by the IPDR NDM-U 3.1 specification. The 32-bit
UTC timestamp component MUST be the IPDRDoc creationTime in seconds since the epoch 1 Jan
1970 UTC formatted as eight hex digits. The 48-bit MAC address component MUST be the ethernet
address of the CMTS management interface formatted as 12 hex digits. All other components MUST be
et to zero. In the context of the minimum 15-minute IPDR billing file collection cycle specified in this
document, this simplified UUID is guaranteed to be unique across all CMTSes and for the foreseeable
future. For example: docld="3d07b8f9-0000-0000-0000-00015c11bfbe".

g) |PDRRecorderlnfo="hostname.mso.com"
Identifies the IPDR Recorder (IR) from the network model in Figure 1. This attribute MUST identify
the billing record formatter by the fully qualified hostname of the CMTS or the EMS where the
formatter resides. If a hostname is not available, then this MUST be the |Pv4 address of the CM TS or
EMS formatted in dotted decimal notation.

2. AnIPDR eement MUST describe a single Subscriber Usage Billing Record for asingle DOCSIS service
flow. The IPDR is further structured into DOCSI'S specific sub elements that describe the details of the
CMTS, the subscriber (CM and CPE), and the service flow itself. While the generic IPDR record structure is
designed to describe most time-based and event-oriented | P services, this feature is not particularly relevant
to the Cable Data Service Subscriber Usage Billing Records and is largely ignored. This is because a service
session at the CM TS isjust the aggregate usage of an active Service Flow during the billing collection
interval. Another way to look at it isasif thereisreally only one event being recorded: the billing collection
event itself. The attributes for the IPDR element are

a) xsi:itype="DOCSIS-Type"
Constant: identifies the DOCSIS application specific type of the IPDR record.

3. The IPDRcreationTime element identifies the time associated with the counters for this service flow. The
format MUST be the same as the IPDRDoc creationTime éttribute (see 1e. above). IPDRcreationTime MUST
be the same as the IPDRDoc creationTime when the service flow is still running (i.e. SFtype = Interim).
IPDRcreationTime MUST be the time the service flow was deleted when the service flow has been
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terminated (i.e. SFtype = Stop). Note that a Stop IPDR is always earlier than the IPDRDac creationTime.
Also, note that this sub element is optional in the basic IPDR 3.1 schema, but is REQUIRED for all DOCSIS
IPDRs.

4. The seqNum element is an optional sub element of the basic IPDR 3.1 schema. It MUST NOT beused in
DOCSIS IPDRs. Note that there is no ordering implied in DOCSIS IPDRs within an IPDRDoc.

5. The CMTShostName element isa REQUIRED element that contains the fully qualified domain name
(FQDN) of the CMTSif it exists. For example: cmts01.mso.com. This element MUST be null if no FQDN
exists (i.e. <CMTShostName></CMTShostName> or <CM TShostName/>).

6. The CMTSipAddress element contains the IP address of the management interface of the CMTS. This
element is REQUIRED and MUST be represented in standard 1Pv4 decimal dotted notation (for example:
10.10.10.1).

7. The CMTSsysUpTime element contains the value of the sysUpTime SNMP object in the CM TS taken at the
IPDRDoc creationTime. Thiselement is REQUIRED and MUST be the count of 100ths of seconds since the
CMTS management interface wasiinitialized. If the CMTSsysUpTime regresses between adjacent
IPDRDacs, then the CM TS management interface has been reset and all service flow counters have been
reset to zero. Note well: thisvalue MUST be the same for each IPDR within agiven IPDRDoc file, regardless
of the IPDRcreationTime of agiven IPDR.

8. The subscriberld element contains the unique identifier of the subscriber. This element is REQUIRED and
MUST be the subscriber’s cable modem 48-bit MAC address formatted as dash delimited hex digits. For
example: 11-11-11-11-11-11.

9. The CMdocsisM ode element identifies the registration mode of the Cable Modem as"1.0", "1.1", or "2.0". If
the registration modeis"1.0" then the reported Service Flow contains the aggregate packet and octet counters
for the DOCSIS 1.0 servicein this direction. This element is REQUIRED.

10. The CMipAddress element contains the current | P address of the subscriber’s cable modem. Thiselement is
REQUIRED and MUST be represented in standard | Pv4 decimal dotted notation (for example,
10.100.100.123). Note that this address can change over a set of IPDRDoc filesif the operator's DHCP server
reassigns | P addresses to cable modems.

11. The CPEipAddress element MUST contain a comma delimited list of the current |P addresses of all of the
subscriber’s CPE using this cable modem or null if there are none being tracked by the CMTS (i.e.
<CPEipAddress></CPEipAddress> or <CPEipAddress/>). If there are multiple CPE using the CM, then
there MUST be multiple CPE I P addressesin the list. Each CPE I P address MUST be represented in standard
I Pv4 decimal dotted notation (for example: 12.12.12.123 or 12.12.12.123, 12.12.12.124, 12.12.12.125). Note
that the configuration state of the DOCS-SUBM GT-MIB influences whether CPE | P addresses are being
tracked by the CMTS and are thus being reported in the IPDRs (The DOCS-SUBMGT-MIB controls the CM
and CPE filtersonthe CMTYS).

12. The SFtype element identifies the kind of service flow being described by this IPDR. This element is
REQUIRED and MUST have either of two values: "Interim" identifies this SF as currently running in the
CMTSand "Stop" identifies this SF as having been terminated in the CMTS. A running service flow has
active countersinthe CMTS and thisIPDR MUST contain the current sampl e of these counters. A terminated
service flow haslogged countersin the CMTS and this IPDR MUST contain the final counter values for this
service flow. Note well: the internal logged SF counters on the CMTS MUST NOT be deleted until after the
terminated service flow has been recorded into an IPDR record that has been stored in non-volatile memory,
regardless of any other capability to manage them via SNMP through the DOCS-QOS-MIB.

13.The SFID element contains the internal service flow identifier known to the CMTS. This element is
REQUIRED and is needed to correlate the IPDRs for an individual service flow between adjacent IPDRDoc
files when computing delta counters between samples. Note that SFIDs are relative to their RFI MAC
interface. Therefore, the SFID element MUST be formatted as ifIndex.SFID where the ifIndex component is
the interface index in the CMTS if Table for the RFI MAC interface and the SFID component is the32-bit
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identifier assigned by the CM TS to this service flow. Both components MUST be represented as decimal
values (for example, 15.34567). To avoid potential confusion in the billing system, the CMTS MUST NOT
reuse the SFID component for aminimum of two billing collection cycles.

14. The serviceClassName element contains the name associated with the QoS parameter set for this service flow
inthe CMTS. The SCN is an ASCII string identifier, such as"GoldUp" or "SilverDn", that can be used by
external operations systems to assign, monitor, and bill for different levels of bandwidth service without
having to interpret the details of the QoS parameter set itself. A service flow is associated with an SCN
whenever a cable modem configuration file uses the SCN to define an active service flow. A dynamic service
flow application such as PacketCable may also assign an SCN to a service flow as a parameter during the
dynamic creation of the service flow. Note that use of SCNsis optional within the context of the DOCSIS RFI
specification, however, for operational purposes, especially when billing for tiered data services per this
specification, their use often becomes mandatory. Since this policy iswithin the control of the operator, the
use of SCNsis not mandatory in this specification, but rather highly recommended. Note well: thiselement is
REQUIRED in the IPDR record, but if no SCN is used to identify the service flow in the CMTS, then this
element MUST have anull value (that is <serviceClassName></serviceClassName> or <serviceClassName/
>). Note also that a CM operating in DOCSIS 1.0 mode will not have any SCNs assigned and this element
will be null.

15. The SFdirection element identifies the service flow direction relative to the CMTS RFI interface. This
element is REQUIRED and MUST have one of two values: "Upstream" identifies service flows passing
packets from the cable modem to the CMTS, and "Downstream" identifies service flows passing packets
from the CMTS to the cable modem.

16. The octetsPassed element MUST contain the current 64-bit count of the number of octets passed by this
service flow formatted in decimal notation. This element is REQUIRED. If the SFtypeisInterim, then thisis
the current value of the running counter. If the SFtype is Stop, then thisis the final value of the terminated
counter. The 64-bit counter value will not wrap around within the service lifetime of the CMTS. If the
CMdocsisMode for this service flow is"1.0" then this element contains the aggregate octet count for the
DOCSIS 1.0 service in this direction.

17.The pktsPassed element MUST contain the current 64-bit count of the number of packets passed by this
service flow formatted in decimal notation. This element is REQUIRED. If the SFtypeis Interim, then thisis
the current value of the running counter. If the SFtype is Stop, then thisis the final value of the terminated
counter. The 64-bit counter value will not wrap around within the service lifetime of the CMTS. If the
CMdocsisMode for this service flow is"1.0" then this element contains the aggregate packet count for the
DOCSIS 1.0 service in this direction.

18. The SL AdropPkts and SL AdelayedPkts elements contain the current 64-bit count of the number of packets
dropped or delayed by this service flow due to enforcement of the maximum throughput limit specified by the
Service Level Agreement (SLA) asimplemented by the QoS parameter set. These elements are REQUIRED
for all service flows. For upstream service flows, these counters record only the SLA enforcement performed
by the CMTS. Upstream packets dropped or delayed at the CM are not recorded here. These counters are
formatted in decimal notation. If the SFtypeis Interim, then thisis the current value of the running counter. If
the SFtype is Stop, then thisis the final value of the terminated counter. The 64-bit counter value will not
wrap around within the service lifetime of the CMTS. If the CMdocsisMode for this service flow is"1.0" then
these elements contain the aggregate SLA policing packet count for the DOCSIS 1.0 service in this direction.
Note that these values are provided to aid the operator in identifying subscribers who are attempting to use
more bandwidth than their SLA provides. This may be an opportunity to offer the subscriber a higher
capacity SLA consistent with his/her demonstrated needs.

19.1PDRDoc.End MUST be the last element inside IPDRDoc that describes the IPDR hilling file itself. It
defines the count of IPDRs that are contained in the file and the ending timestamp for the file creation.

a) count="npnnn"
Where nnnn MUST be the decimal count of the number of IPDR recordsin this IPDRDoc.
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b) endTime ="yyyy-mm-ddThh:mm:ssZ"
MUST bethe UTC time stamp at the time the billing file is completed (formatted as above). For
example: endTime=" 2002-06-12T21:11:23Z".

7.1.3 Billing Collection Interval

Subscriber Usage Billing Records report the absolute traffic counter values for each Service Flow used by a
Cable Modem (Subscriber) that has become active during the billing collection interval as seen at the end of the
interval. The collection interval is defined as the time between the creation of the previous billing file (Tprev)
and the creation of the current billing file (Tnow). See Figure 7-4 below. There are two kinds of Service Flows
that are reported in the current billing file: 1) SFsthat are still running at the time the billing fileis created and 2)
terminated SFs that have been deleted and logged during the collection interval. A provisioned or admitted state
SF that was deleted before it became active MUST NOT be recorded in the billing file, even though it was
logged by the CMTS.

The CMTS (or supporting EMS) MUST record any currently running SFs using Tnow as the timestamp for its
counters and MUST identify them in the IPDR SFtype element as"Interim". Terminated SFsthat have a deletion
time (Tdel) later than Tprev are the only ones recorded in the current billing file (i.e. aterminated SF MUST BE
reported exactly once). A CMTS MUST record aterminated SF using its Tdel from the log as the timestamp for
its counters and MUST identify it in the IPDR SFtype element as " Stop". Note that the timestamps are based on
the formatter’s recording times, not the collection system’sretrieval times. Since the collection cycle may vary
over time, the recording times in the billing file can be used to construct an accurate time base over sequences of
billing files.

In the example shown in Figure 7-4 below there are four Service Flows recorded for a Subscriber in the current
billing file being created at Thow. SFais along running SF that was running during the previous collection
interval (it has the same SFID in both the current and the previous billing files). SFawas recorded astype Interim
at Tprev inthe previous billing file and is recorded again as type Interim at Tnow in the current file. SFbisa
running SF that was created during the current collection interval. SFb is recorded as type Interim for the first
time at Tnow in the current file. SFc is aterminated SF that was running during the previous collection interval
but was deleted and logged during the current collection interval. SFc was recorded as type Interim at Tprev in
the previous hilling file and is recorded as type Stop at the logged Tdel(c) in the current file. SFd is a terminated
SF that was both created and deleted during the current collection interval. SFd is recorded only once as type
Stop at the logged Tdel(d) in the current billing file only.

Current Collection Interval

A
o

. SFa &
SFb o—>
— = -y
_ . SFd
Tplrev Tdel(c) Tdel(d) Tnow(a,b)

Figure 7-4 Billing Collection Interval Example
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7.1.4 Billing File Retrieval Model

Billing files are built by the record formatter on the CM TS (or supporting EMS) and are then retrieved by the
collection system in a decoupled manner using FTP semantics. Thereis no explicit signaling protocol between
them and no prior arrangement regarding the frequency of billing collection. The CMTS (or supporting EMS) is
responsible for creating the current billing file and MUST place it into its FTP file system only when the fileis
completely built. The formatter only creates one billing file which it MUST protect until the collection system is
done with it. The collection system MAY retrieve the current billing file viaFTP GET at any time after thefile
becomes available in the formatter's FTP file system. When the collection system has successfully retrieved the
billing file, it MUST remove the file via FTP DELETE from the formatter’s FTP file system. The formatter
MUST monitor the existence of the billing filein its FTP file system and when it no longer exists, the formatter
MUST begin to create the next billing file. The formatter MUST finish constructing the next billing file and have
it ready for retrieval inits FTP file system within 15 minutes of the previousfile's deletion. If the billing file does
not yet exist in the formatter’s FTP file system when the collection system comes to retrieve it, the collection
system MUST back off and return later to try again. The specific timeout for collection system retriesis
implementation dependent, however, the collection system MUST NOT make more than 3 retrieval attempts
within any 5-minute period.

Note that if the collection system fails for any reason, the formatter will retain and protect the last billing file
created until the collection system returns to retrieve the file. In this case, even though the recording timestamps
in the current billing file may be quite old, the collection system will still retrieve the current file and deleteit in
the standard manner. The formatter will then immediately begin construction of anew billing file based on the
current values of the CMTS's internal absolute 64-bit counters and the current timestamp. The collection system
may then return at any time after the minimum cycle time (i.e. 15 minutes) and retrieve the new billing file with
the current timestamps. The absolute values of the counters will always be preserved by the CMTS whileitis
operating, only the collection interval will be extended due to the outage on the collection system. The billing
system can use the recording timestamps in the two files to accurately reconstruct the time base of the counters.
Furthermore, the collection system MAY deliberately vary its collection cycles based on time of day or day of
week. This decoupled billing file retrieval model works well for this case also.

The decoupled billing fileretrieval model also supports multiple retrievals by multiple collection systems so long
asthelast collection system deletes the billing file when it is done with it. However, there is no requirement to
support multiple simultaneous file transfers from the formatter. How the multiple collection systems coordinate
this between themselvesis beyond the scope of this specification.

7.1.5 Billing File Security Model

The billing file security model has two components: 1) secure authentication to control access to the hilling file
in the formatter's FTP file system and 2) secure file transfer to ensure the privacy and the integrity of the billing
filewhileitisin transit. Both of these components are provided by the Secure Shell protocol version 2 (SSH2)
and its Secure FTP (SFTP) subsystem as described by Internet drafts maintained by the IETF's SECSH working
group at www.ietf.org/html.charters/secsh-charter.html. Additional information may be obtained from
www.openssh.org, which provides an open source implementation of SSH2 and SFTP. A CMTS (or supporting
EMS) hosting the billing formatter MUST provide secure accessto its FTP file system via SSH2 and SFTP. Itis
also strongly recommended that the operator disable network access to the formatter’s platform vialegacy
insecure Telnet and FTP when SSH2/SFTP are active. The billing collector MUST have it's own userid and
password for access to the billing file directory via SSH2/SFTP and this userid MUST NOT be shared with any
other applications or users hosted on the formatter’s platform. SSH2 user public key authentication is
OPTIONAL for the billing collector’s userid. How userids, keys, and passwords are administered on the
formatter’s platform is beyond the scope of this specification. Note a so that the collection system requires both
read and delete access permissions to the billing file directory in the formatter's FTP file system.
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While the formatter’s platform MUST provide secure authentication and file transfer capabilities, the operator
may elect to not utilize them. In this case, the formatter’s platform MUST provide access to the billing file
directory vialegacy insecure FTP and the billing collector MUST have its own userid and password for legacy
FTP accessaswell. However, it is strongly recommended that the operator not allow insecure legacy FTP access
to the formatter’s billing file.

7.2 Configuration Management

Configuration management is concerned with initializing, maintaining, adding and updating network
components. In a DOCSIS environment, this includes a cable modem and/or CMTS. Unlike performance, fault,
and account management, which emphasize network monitoring, configuration management is primarily
concerned with network control. Network control, as defined by this interface specification, is concerned with
modifying parameters in and causing actions to be taken by the cable modem and/or CMTS. Configuration
parameters could include both identifiable physical resources (for example, Ethernet Interface) and logical
objects (for example, IP Filter Table).

Modifying the configuration information of aCM and/or CMTS can be categorized as non-operational or
operational.

Non-operational changes occur when a manager issues a modify command to a CM/CMTS, and the change
doesn't affect the operating environment. For example, a manager may change contact information, such as the
name and address of the person responsible for aCMTS.

Operational changes occur when a manager issues a modify command to a CM/CMTS, and the change affects
the underlying resource or environment. For example, a manager may change the docsDevResetNow object from
falseto true, which in turn will cause the CM to reboot.

To adjust the necessary attribute values, the CM and CMTS MUST support MIB objects as specified in Section 6
of this document.

While the network isin operation, configuration management is responsible for monitoring the configuration and
making changes in response to commands via SNMP or in response to other network management functions.

For example, a performance management function may detect that response time is degrading due to a high
number of uncorrected frames, and may issue a configuration management change to modify the modulation
type from 16Qam to QPSK. A fault management function may detect and isolate afault and may issue a
configuration management change to bypass the fault.

7.2.1 Version Control

The CM MUST support software revision and operational parameter configuration interrogation.

The CM MUST include at |east the hardware version, Boot ROM image version, vendor name, software version,
and model number in the sysDescr object (from [[RFC 3418]). The CM MUST support docsDevSwCurrentVers
MIB object and the object MUST contain the same software revision information as shown in the software

information included in the sysDescr object.

The format of the specific information contained in the sysDescr MUST be as follows:

To report Format of each field
Hardware Version HW_REV: <Hardware version>
Vendor Name VENDOR: <Vendor name>
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To report Format of each field

Boot ROM BOOTR: <Boot ROM Version>
Software Version SW_REV: <Software version>
Model Number MODEL: <Model humber>

Each type-value pair MUST be separated with a colon and blank space. Each pair is separated by a“;” followed
by a blank. For instance, a sysDescr of a CM of vendor X, hardware version 5.2, Boot ROM version 1.4, SW
version 2.2, and model number X

MUST appear as following:
any text<<HWREV: 5.2; VENDOR X, BOOTR 1.4; SWREV 2.2; MODEL: X>>any text

The CM MUST report at least all of the information necessary in determining what SW the CM is capable of
being upgraded to. If any fields are not applicable, the CM MUST report “NONE” as the value. For example;
CM with no BOOTR, CM will report BOOTR: NONE.

The CM MUST implement the docsDevSwCurrentVers object ([RFC 2669]) to report the current software
version.

Theintent of specifying the format of sysObjectlD and sysDescr isto define how to report information in a
consistent manner so that sysObjectID and sysDescr field information can be programmatically parsed. This
format specification does not intend to restrict the vendor’s hardware version numbering policy.

The CMTS MUST implement the sysDescr object (from [RFC 3418]). For the CMTS, the format and content of
the information in sysDescr is vendor-dependent.

7.2.2 System Initialization and Configuration

There are several methods available to configure CM and CM TS including console port, SNMP set,
configuration file, and configuration-file-based SNM P encoded object. The CM MUST support system
initialization and configuration via configuration file, configuration-file-based SNMP encoded object and SNMP
set. The CMTS MUST support system initialization and configuration via telnet connection, console port, and
SNMP set. The CM and CM TS (only CM TS that support configuration by configuration file) MUST support any
valid configuration file regardless of configuration file size.

7.2.3 Secure Software Upgrades

The CM secure software upgrade process is documented in detail in Appendix D of the DOCSIS BPI+
specification.

DOCSIS 2.0 CMs MUST use the secure software upgrade mechanism to perform software upgrade regardless of
theversion (1.0, 1.1, or 2.0) of the CMTS to which it is connected.

When a2.0 CM is connected to a2.0 CMTS, the CM MUST operate in either DOCSIS 2.0 mode, DOCSIS 1.1
mode, or DOCSIS 1.0 mode.

Whena2.0 CM isconnectedtoal.1 CMTS, the CM MUST operate in either DOCSIS 1.1 mode or DOCSIS 1.0
mode.

When a2.0 CM is connected to a 1.0 CMTS, the CM MUST operate in DOCSIS 1.0 mode.
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Thismeansthat aDOCSIS 2.0 CM MUST use secure software upgrade mechanism to perform software upgrade
regardless of what mode it operatesin (1.0 mode, 1.1 mode or 2.0 mode). There are two available secure
software download schemes: the manufacturer control scheme and the operator control scheme.

TFTP Server NMS
—— 10 1.0 mode
CM Config File . -
-10syle —\{\ 10CMTS > 20CM
- Mfg CVC *2 *1 >  (1.0mode)
7|
CM CodeFile

- Imagefor 2.0 cm

-MfgSign& CVC

*1: Use docsDevSoftware group (RFC 2669 , DOCSIS CD MIB)
in case that the software downloading is triggered by the MIB.

*2: In case that the operator does not put their signature & CVC in the

CM code file (Mfg control mode) the CM Config File MUST always

contain the Mfg CVC. The CM Config File differs per CM mfg because

TFTP Server mfg CVC differs. This requirement isindependent of operating mode.
CM Config File
-110r20 Style W
-MfgCvC*2 C.MTS.
> 20CM
*1 1.1 or 2.0 mod
CM CodeFile /}/ g| (L1or20mode)
- Imagefor 2.0 cm L
-MfgSign& CVC NMS
h1or 20 1.1 or 2.0 mode

Figure 7-5 Manufacturer control scheme
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1.0CMTS
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(2.0 mode)

*1

YYVY

CM CodeFile

- Imagefor 2.0 CM

-MSO Sign& CVC
-MfgSign& CVC

*1: Use docsDevSoftware group (RFC 2669)
in case that the software downloading is triggered by the MIB.

*2: In the case that the operator put their signature & CVC in the CM code

file (MSO control mode) the CM config file MUST always contain the

TFTP Server

MSO CVC (which can be common for all the CMs from different mfg).
The Mfg CVC, which differs per the CM mfg, isoptional. This

CM Config File
-110r20 Style
-MSOCVC*2

- Mfg CVC (optional)

requirement is independant of operating mode.
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-MSO Sign& CVC
-Mfg Sign& CVC

*1

YYY

(1.1 or 2.0 mode)

NMS
11o0r 2.0 1.1 or 2.0 mode

Figure 7-6 Operator control scheme

Prior to secure software upgrade initialization, CV C information needs to be initialized at the CM for software
upgrade. Depending on the scheme (described above) that the operator chooses to implement, appropriate CVC
information MUST be included in the configuration file. It is recommended that CV C information always be
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present in the configuration file so that a device will always have the CVC information initialized and read if the
operator decides to use a SNM P-initiated upgrade as a method to trigger a secure software upgrade operation. If
the operator decides to use a configuration-file-initiated upgrade as a method to trigger secure software
download, CV C information needs to be present in the configuration file at the time the modem isrebooted to get
the configuration file that will trigger the upgrade only.

There are two methods to trigger secure software download: SNMP-initiated and configuration-file-initiated.
Both methods MUST be supported by CMs and MAY be supported by CM T Ses.

The following describes the SNMP-initiated mechanism. Prior to a SNMP-initiated upgrade, aCM MUST have
valid X.509-compliant code verification certificate information. From a network management station:

¢ Set docsDevSwServer to the address of the TFTP server for software upgrades

* Set docsDevSwFilename to the file pathname of the software upgrade image

*  Set docsDevSwA dminStatus to Upgrade-from-mgt

If docsDevSwAdminStatus is set to ignoreProvisioningUpgrade(3), the CM MUST ignore any software
download configuration file setting and not attempt a configuration file initiated upgrade.*

docsDevSwAdminStatus MUST persist across reset/reboots until over-written from an SNMP manager or viaa
TLV-11 setting in the CM configuration file.

The default state of docsDevSwAdminStatus MUST be allowProvisioningUpgrade{ 2} until it is over-written by
ignoreProvisioningUpgrade{ 3} following a successful SNMP initiated software upgrade or otherwise altered by
the management station.

docsDevSwOperStatus MUST persist across resets to report the outcome of the last software upgrade attempt.

After the CM has completed a configuration-file-initiated secure software upgrade, the CM MUST reboot and
become operational with the correct software image as specified in [DOCSIS 5]. After the CM isregistered, it
MUST adhere to the following requirements:

¢ docsDevSwAdminStatus MUST be allowProvisioningUpgrade{ 2}

* ocsDevSwFilename MAY be the filename of the software currently operating on the CM

e docsDevSwServer MAY be the address of the TFTP server containing the software that is

* currently operating on the CM

* docsDevSwOperStatus MUST be completeFromProvisioning{ 2}

e docsDevSwCurrentVer MUST be the current version of the software that is operating on the CM

After the CM has completed an SNMP-initiated secure software upgrade, the CM MUST reboot and become
operational with the correct software image as specified in [DOCSIS 5]. After the CM isregistered, it MUST
adhere to the following requirements:

¢ docsDevSwAdminStatus MUST be ignoreProvisioningUpgrade{ 3}

e docsDevSwServer MAY be the address of the TFTP server containing the software that is currently
operating on the CM

e docsDevOperStatus MUST be completeFromMgt{ 3}

L. Replaced this paragraph and the following paragraphs to the end of the section per ECN OSSIv2.0-N-
03.0108-2 by GO on 2/19/03.
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e docsDevSwCurrentVer MUST be the current version of the software that is operating on the CM

The CM MUST properly use ignoreProvisioningUpgrade status to ignore software upgrade value that may be
included in the CM configuration file and become operation with the correct software image and after the CM is
registered, it MUST adhere to the following requirements:

¢ docsDevSwAdminStatus MUST be ignoreProvisioningUpgrade{ 3}

¢ docsDevSwFilename MAY be the filename of the software currently operating on the CM

* docsDevSwServer MAY be the address of the TFTP server containing the software that is currently
operating on the CM

¢ docsDevSwOperStatus MUST be completeFromMgt{ 3}
e docsDevSwCurrentVer MUST be the current version of the software that is operating on the CM

Retries due to a power loss or reset are only required for an SNMP-initiated upgrade. If a power loss or reset
occurs during a config file-initiated upgrade, the CM will follow the upgrade TLV directivesin the configuration
file upon reboot. It will not retry the previous upgrade. The config file upgrade TLV s essentially provides aretry
mechanism that is not available for an SNMP-initiated upgrade.

If aCM suffersaloss of power or resets during an SNM P-initiated upgrade, the CM MUST resume the upgrade
without requiring manual intervention and when the CM resumes the upgrade process:
e docsDevSwAdminStatus MUST be Upgrade-from-mgt{ 1}

* docsDevSwFilename MUST be the filename of the software image to be upgraded
docsDevSwServer MUST be the address of the TFTP server containing the software upgrade

* imageto be upgraded
¢ docsDevSwOperStatus MUST be in Progress{ 1}
* docsDevSwCurrentVers MUST be the current version of software that is operating on the CM

In case where the CM reaches the maximum number of TFTP download retries (max retries = 3) resulting from
multiple losses of power or resets during an SNMP-initiated upgrade, the CM MUST behave as specified in
[DOCSIS 5]; in addition, the CM’s status MUST adhere to the following requirements after it is registered:

¢ docsDevSwAdminStatus MUST be allowProvisioningUpgrade{ 2}

* docsDevSwFilename MUST be the filename of the software that failed the upgrade process.

e docsDevSwServer MUST be the address of the TFTP server containing the software that failed the
upgrade process docsDevSwOperStatus MUST be other{ 5}

¢ docsDevSwCurrentVer MUST be the current version of software that is operating on the CM

If aCM suffersaloss of power or resets during a configuration file-initiated upgrade, when the CM reboots the
CM MUST ignore the fact that a previous upgrade was in progress and either not perform an upgrade if no
upgrade TLVs are present in the config file, or if upgrade TLV s are present take the action described in the
requirementsin section 12.1 of [DOCSIS 5], at the time of the reboot.

In the case where the CM had a configuration file initiated upgrade in progress during areset and if there are no
upgrade TLVsin the config file upon reboot:

¢ docsDevSwAdminStatus MUST be allowProvisioningUpgrade{ 2}
¢ docsDevSwFilename MAY be the filename of the current software image.

* docsDevSwServer MAY be the address of the TFTP server containing the software that is currently
operating in the CM.

¢ docsDevSwOperStatus MUST be other{ 5}
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docsDevSwCurrentVers MUST be the current version of software that is operating on the CM

In the case where the CM had aconfiguration file initiated upgradein progress during areset, if there are upgrade
TLVsin the config file upon reboot:

docsDevSwAdminStatus MUST be allowProvisioningUpgrade{ 2} .
docsDevSwFilename MUST be the filename contained in TLV-9 of the config file.

docsDevSwServer MUST be the address of the TFTP server containing the software to be loaded
into the CM, (either the value of TLV-21 in the config fileif present, or the address of the

configuration file TFTP server if TLV-21 isnot present per the requirements stated in section 12.1
of [DOCSIS5].)

docsDevSwOperStatus MUST be in Progress{ 1}
docsDevSwCurrentVers MUST be the current version of software that is operating on the CM

If aCM exhausts the required number of TFTP retries by issuing atotal of 16 consecutive TFTP requests, the
CM MUST behave as specified in [DOCSI S 5] and then the CM MUST fall back to last known working image
and proceed to an operational state and adhere to the following requirements:

docDevSwA dminStautus MUST be allowProvisioningUpgrade{ 2}
docDevSwFilename MUST be the filename of the software that failed the upgrade process

docsDevSwServer MUST be the address of the TFTP server containing the software that failed the
upgrade process

docsDevSwOperStatus MUST be failed{ 4}
docsDevSwCurrentVer MUST be the current version of software that is operating on the CM

In the case where CM successfully downloads (or detects during download) an image that is not intended for the
CM device, the CM MUST behave as specified in [DOCSIS 5], section 12.1 "Downloading Cable Modem
Operating Software" and adhere to the following requirements:

docsDevSwAdminStatus MUST be allowProvisioningUpgrade{ 2}
docsDevSwFilename MUST be the filename of the software that failed the upgrade

docsDevSwServer MUST be the address of the TFTP server containing the software that failed the
upgrade process

docsDevSwOperStatus MUST be other{ 5}
docsDevSwCurrentVer MUST be the current version of software that is operating on the CM

In the case where CM determines that the download image is damaged or corrupted, the CM MUST reject the
newly downloaded image. The CM MAY re-attempt to download if the maximum number of TFTP download
retries (max retries = 3) has not been reached. If the CM chooses not to retry, the CM MUST fall back to the last
known working image and proceed to an operational state, generate appropriate event notification as specified in
Annex D, and adhere to the following requirements:

docsDevSwAdminStatus MUST be allowProvisioningUpgrade{ 2}
docsDevSwFilename MUST be the filename of the software that failed the upgrade

docsDevSwServer MUST be the address of the TFTP server containing the software that failed the
upgrade process

docsDevSwOperStatus MUST be other{ 5}
docsDevSwCurrentVer MUST be the current version of software that is operating on the CM
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In the case where CM determines that the image is damaged or corrupted, the CM MUST reject the newly
downloaded image. The CM MAY re-attempt to download the new image if the maximum number of TFTP
download retries (max retries = 3) has not been reached. On the third consecutive failed retry of the CM software
download attempt, the CM MUST fall back to the last known working image and proceed to an operational state.
In this case, the CM MUST send two natifications, one to notify that the max retry limit has been reached, and
another to notify that the image is damaged. Immediately after the CM reaches the operational state the CM
MUST adhere to the following requirements:

¢ docsDevSwAdminStatus MUST be allowProvisioningUpgrade{ 2}
* docsDevSwFilename MUST be the filename of the software that failed the upgrade

* docsDevSwServer MUST be the address of the TFTP server containing the software that failed the
upgrade process

¢ docsDevSwOperStatus MUST be other{ 5}
* docsDevSwCurrentVer MUST be the current version of software that is operating on the CM

7.3 Protocol Filters

The CM MUST implement LLC, SNMP Access, and IP protocol filters. The LLC protocal filter entries can be
used to limit CM forwarding to a restricted set of network-layer protocols (such as IP, IPX, NetBIOS, and
AppleTalk). The IP protocal filter entries can be used to restrict upstream or downstream traffic based on source
and destination | P addresses, transport-layer protocols (such as TCP, UDP, and ICMP), and source and
destination TCP/UDP port numbers.

CM MUST apply filters (or more properly, classifiers) in an order appropriate to the following layering model;
specifically, theinbound MAC (or LLC) layer filters are applied first, then the “specia” filters, then the IP layer
inbound filters, then the IP layer outbound filters, then any final LLC outbound filters. Note that LL C outbound
filters are expected future requirements of the DOCS-CABLE-DEVICE-MIB.

7.3.1 LLC filters

Inbound LLC filters, from docsDevFilterLL CTable, MUST be applied to layer-2 frames entering the CM from
either the CATV MAC interface{ 2} and/or any CM CPE interface.

The object docsDevFilterL LCUnmatchedAction MUST apply to al (CM) interfaces. The default value of the
(CM) docsDevFilterL LCUnmatchedAction MUST be set to accept.

7.3.1.1 docsDevFilterLLCUnmatchedAction

If the CM docsDevFilterLLCUnmatchedAction is set to discard(1), any L2 packet that does not match any LLC
filterswill be discarded, otherwise accepted. If CM docsDevFilterLL CUnmatchedAction is set to accept, any L2
packet that does not match any LLC filters will be accepted, otherwise discarded.

Another way to interpret thisisthe following:

action = UnMat chedActi on
Iterate through the table
if there is a match (packet.protocol = row protocol)
{
reverse the action (accept becomes discard, discard becones accept)
apply action to the packet
termnate the iteration
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LLC (CM) filters MUST apply to the inbound traffic direction only. Traffic generated from the CM MUST not
be applied to LLC filters (i.e., ARP requests, SNM P responses).

The CM MUST support a minimum of ten LLC protocol filter entries.

7.3.2 Special filters

Special filters are | P spoofing filters and SNMP access filters. | P spoofing filters MUST only be applied to
packets entering the CM from CMCI interface(s). SNMP access filters are in effect when the CM is not running
in SNMPv3 agent mode and can be applied to both CMCI and CATV interfaces.

According to the interface number section of this document, the CMCI interface is a generic reference to any
current or future form of CM CPE interface port technology.

7.3.3 IP spoofing filter
DOCSIS 2.0 CMs MAY implement an IP spoofing filter as specified in [RFC 2669].
If aCM supports the | P Spoofing filter functionality specified in [RFC 2669], the CM MUST adhere to the

following requirements:

* Implement all MIB objectsin the docsDevCpeGroup
e Thedefault value of docsDevCpelpMax = -1

7.3.3.1 Additional requirement on dotldTpFdbTable [RFC 1493]

CM CPE MAC addresses|earned viathe CM configuration file MUST set the dot1dTpFdbStatusto “mgmt”. Itis
assumed that the number of “mgmt”-configured CM CPE MAC addressesis less than, or equal to, the TLV type-
18 value (Maximum Number of CPE).

7.3.4 SNMP Access Filter

The SNMP access filters MUST be applied to SNMP packets entering from any interfaces and destined for the
CM. SNMP access filter MUST be applied after | P spoofing filters for the packets entering the CM from the
CMCI interface. Since SNMP access filter function is controlled by docsDevNmA ccessTable, SNMP access
filter is available and applies only when the CM isin SNMP v1/v2c NmAccess mode.

When the CM is running in SNM P Coexistence mode, SNMP access MUST be controlled and specified by the
MIB Objectsin [RFC 3411] through [RFC 3415], and [RFC 2576].

7.3.4.1 docsDevNmAccessIP and docsDevNmAccessipMask

A device that implements docsDevNmA ccessTable applies the following rulesin order to determine whether to
permit SNMP access from a given source | P address (SrclpAddr):

1. If (docsDevNmAccesslp == "255.255.255.255"), the CMTS/CM MUST permit the access from any
SrclpAddr.

2. If ((docsDevNmA ccesslp AND docsDevNmA ccesslpMask) == (SrclpAddr AND
docsDevNmA cceslpMask)), the CMTS/ICM MUST permit the access from SrclpAddr.

3. If neither #1 nor #2 is applied, the CMTS/CM MUST NOT permit the access from SrclpAddr.
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The CMTS/CM's default value of the docsDevNmA ccessipMask MUST be set to “0.0.0.0".

The following table contains sample MIB values and the access granted.

Table 7-1 Sample docsDevNmAccesslp values

docsDevNmAccesslp docsDevNmAccessipMask Access
255.255.255.255 Any IP Address Mask Any NMS
Any IP Address 0.0.0.0 Any NMS
Any IP Address except 255.255.255.255 Single NMS
255.255.255.255
0.0.0.0 255.255.255.255 No NMS
IP filter

The object docsDevFilterlPDefault MUST apply to all CM interfaces. DOCSIS 2.0-compliant CMs MUST
support aminimum 16 | P filters.

7.4 Fault management

The goals of fault management are remote monitoring/detection, diagnosis, and correction of problems. Network
Management operators rely on the ability to monitor and detect problems (such as ability to trace and identify
faults, accept and act on error-detection events), as well as the ability to diagnose and correct problems (such as
perform a sequences of diagnostic tests, correct faults, and display/maintain event logs).

This section defines what MUST be available to support remote monitoring/detection, and diagnosis and
correction of problems.

7.4.1 SNMP Usage

In the DOCSIS environment, the goals of fault management are the remote detection, diagnosis, and correction
of network problems. Therefore, the standalone CM MUST support SNM P management traffic across both the
CPE and CATV MAC interfaces regardless of the CM’s connectivity state. CCCMs MAY ignore the CPE
management traffic, and MUST support SNMP on the CATV MAC interface once connectivity to CMTS s
established. CM SNMP access may be restricted to support policy goals. CM installation personnel can use
SNMP queries from a station on the CMCI side to perform on-site CM and diagnostics and fault classification
(note that this may require temporary provisioning of the CM from alocal DHCP server). Further, future CMCI
side customer applications, using SNMP queries, can diagnose simple post-installation problems, avoiding visits
from service personnel and minimizing help desk telephone queries.

Standard mib-2 support MUST beimplemented to i nstrument interface status, packet corruption, protocol errors,
etc. The transmission MIB for Ethernet-like objects [RFC 2665] MUST be implemented on each cable device
(CMTS/CM) Ethernet and Fast Ethernet port. Each cable device (CMTS/CM) MUST implement the if X Table
[RFC 2863] to provide discrimination between broadcast and multicast traffic.

The cable device (CMTS/CM) MUST support managed objects for fault management of the PHY and MAC
layers. The DOCS-IF-MIB includes variables to track PHY state such as codeword collisions and corruption,
signal-to-noise ratios, transmit and receive power levels, propagation delays, micro-reflections, in channel
response, and Sync loss. The DOCS-IF-MIB also includes variables to track MAC state, such as collisions and

excessive retries for requests, immediate data transmits, and initial ranging requests.’

70



Operations Support System Interface Specification SP-0OSSIv2.0-105-040407

The cable device (CMTS) MUST implement the extended version of MIB object docslfCmtsCmStatusVal ue of
([RFI-MIB-IPCDN-DRAFT]) as follows:!

docsl f Cnt sCnSt at usVal ue OBJECT- TYPE
SYNTAX | NTEGER {
other (1),
rangi ng(2),
rangi ngAborted(3),
rangi ngConpl et e(4),
i pConpl ete(5),
regi strati onConpl et e(6),
accessDeni ed(7),

operational (8), --deprecated
regi steredBPlInitializing(9)
}
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"Current Cable Mddem connectivity state, as specified in the RF Interface
Specification. Returned status information is the CM status as assuned by
the CMIS, and indicates the follow ng events:
ot her (1)

Any state other than bel ow.
rangi ng( 2)
The CMIS has received an Initial Rangi ng Request
nessage fromthe CM and the ranging process is not yet
conpl ete.
rangi ngAbort ed( 3)
The CMIS has sent a Ranging Abort message to the CM
rangi ngConpl et e(4)
The CMIS has sent a Rangi ng Conpl ete message to the CM
i pConpl et e(5)
The CMIS has received a DHCP reply nessage and forwarded
it to the CM
regi strationConpl et e(6)
The CMIS has sent a Regi stration Response nessage to the CM
accessDeni ed(7)
The CMIS has sent a Registration Aborted nmessage to the CM
operati onal (8) -- deprecated val ue
If Baseline Privacy is enabled for the CM the CMIS has conpl et ed
Baseline Privacy initialization. |If Baseline
Privacy is not enabl ed, equivalent to registrationConplete.
regi steredBPlInitializing(9)
Baseline Privacy is enabled, CMIS is in the process of
conpleting the Baseline Privacy initialization. This state
can last for a significant time in the case of failures
during The process. After Baseline Privacy initialization
Conplete, the CMIS will report back the val ue
regi strati onConpl ete(6).

The CMIS only needs to report states it is able to detect."”
REFERENCE
"Dat a- Over-Cabl e Service Interface Specifications: Radio
Frequency | nterface Specification SP-RFIv2.0-105-040407,
Section 11.2."
::={ docslfCntsCnStatusEntry 9 }

L Revised paragraph per ECN OSS2-N-03069 by GO on 07/11/03.
L Added this paragraph and the subsequent related text per ECN 0SS2-N-03069 by GO on 07/11/03.

71



SP-0OSSIv2.0-105-040407 Data-Over-Cable Service Interface Specifications

The cable device (CMTS) MUST implement the new MIB object docslfCmtsCmStatusVa uel astUpdate in
([DOCS-IF-MIB]) asfollows:

docsl f Cnt sCnfst at usVal ueLast Updat e OBJECT- TYPE
SYNTAX Ti meSt anmp
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The val ue of sysUpTi me when docsl f Cnt sCnSt at usVal ue was | ast updat ed”
::={ docslfCntsCnStatusEntry 22 }

The cable device CMTS MUST implement the extended version of MIB object docsl fCmtsModPreambl eType of
DOCS-IF-MIB asfollows:!

docsl f Cnt sMbdPr eanbl eType OBJECT- TYPE
SYNTAX I NTEGER {
unknown( 0),

qpsko(1),

gpsk1(2)

}
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"Preanbl e type for DOCSIS 2.0 bursts. The value 'unknown(0)' represents a row entry
consisting only of DOCSIS 1.x bursts."
REFERENCE
' Data-Over-Cable Service Interface Specifications: Radio
Frequency Interface Specification SP-RFIv2.0-105-040407,
Section 8.3.3 Upstream Channel Descriptor (UCD),
Tabl e 8-19 and section 6.2.9 Preanble Prepend.”
DEFVAL { gpskO }
::={ docslfCntsMdul ati onEntry 16 }

The cable device CMTS MUST implement the extended version of MIB object docslfCmtsChannel Utld of
DOCS-IF-MIB as follows: ?

docsl f Cnt sChannel Ut | d OBJECT- TYPE

SYNTAX I nteger32 (0..255)
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"The tertiary index into this table. Indicates the CMIS
identifier for this physical channel."
::= { docslfCntsChannel UilizationEntry 2 }

For fault management at al layers, the cable device (CMTS/CM) MUST generate repliesto SNMP queries
(subject to policy filters) for counters and status. The cable device (CMTS/CM) MUST send SNMP traps to one
or more trap NM Ss (subject to policy), and MUST send SY SLOG eventsto a SY SLOG server (if aSYSLOG
server is defined).

When the cable device (CM) is operating in SNMP v1/v2c NmAccess mode it MUST support the capability of
sending traps as specify by the following MIB object (proposed MIB extension to the docsDevNmA ccess table):

L. Added this sentence and subsequent related information per ECN OSS2-N-03087 by GO on 11/17/03.
2. Added this sentence and subsequent related information per ECN OSS2-N-03091 by GO on 11/17/03.
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DocsDevNmAccessTrapVer si on OBJECT- TYPE
SYNTAX | NTEGER {
Di sabl eSNMPv2t rap(1),
Enabl eSNMPv2t r ap(2),

}

MAX- ACCESS r ead-creat e

STATUS current

DESCRI PTI ON
"Specifies the TRAP version that is sent to this NMS. Setting this
obj ect to Disabl eSNMPv2trap (1) causes the trap in SNMPvl format to be
sent to particular NMS. Setting this object to Enabl eSNMPv2trap (2)
causes the trap in SNMWv2 format be sent to particular NVs"

DEFVAL { Disable SNWPv2trap }

::= { docsDevNmAccessEntry 8 }

Any cable device (CMTS/CM) SHOULD implement the if TestTable [RFC 2863] for any diagnostic test
procedures that can be remotely initiated.

7.4.2 Event Notification

A cabledevice (CMTS/CM) MUST generate asynchronous events that indicate malfunction situations and notify
about important non-fault events. Events could be stored in CMTS/CM device internal event LOG file, in non-
volatile memory, get reported to other SNMP entities (as TRAP or INFORM SNM P messages), or be sent as a
SY SLOG event message to a pre-defined SY SLOG server. Events MAY also be sent to the cable device (CMTY
CM) console; as aduplicate (identical) message to the optional console destination.

Event notification implemented by a cable device (CMTS/CM) MUST be fully configurable, by priority class;
including the ability to disable SNMP Trap, SY SLOG transmission, and local logging. CMTS/CM MUST
implement docsDevEvControl Table to control reporting of event classes. The object docsDevEvVReporting
MUST beimplemented as RW for CMTS/CM.

A cabledevice (CMTS/CM) MUST support the following event notification mechanisms (regardless of the cable
device's SNMP mode):

* local event logging
* SNMP TRAP/INFORM (trap-versions/targets/limiting/throttling)
e SYSLOG (targets/limiting/throttling)

Refer to the following sections for event notification implementation details.

When aCM isin SNMP v1/v2c NmA ccess mode, the CM MUST support event notification functionsincluding
local event logging, SY SLOG (targets/limiting/throttling) and SNMP TRAP (trap-versions/targets/limiting/
throttling) as specified in [RFC 2669] and the current specification. When CM isin SNMP coexistence mode,
CM MUST support event notification functions including local event logging, SY SLOG (targets/limiting/
throttling) and SNMP TRAP (limiting/throttling) as specified in [RFC 2669] and the current specification, and
SNMP notification functions as specified in [RFC 3413].

If the CMTS supports, and isin SNMP v1/v2c NmA ccess mode, the CMTS MUST support event notification
functions including local event logging, SY SLOG (targets/limiting/throttling) and SNMP TRAP (limiting/
throttling) as specified in [RFC 2669] and the current specification; however, SNMP TRAP (trap-versions/
targets) MAY beimplemented as specified in [RFC 2669] and OSSI 1.1, or avendor-proprietary MIB. When the
CMTSisin SNMP Coexistence mode, the CMTS MUST support event notification functions including local
event logging, SY SLOG (targets/limiting/throttling) and SNMP TRAP (limiting/throttling) as specified in [RFC
2669] and the current specification, and SNMP notification functions as specified in [RFC 3413].
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7.4.2.1 Local Event Logging

A CM MUST maintain local-log eventsin both local-volatile storage and local-nonvolatile storage. A CMTS
MUST maintain local-log eventsin local-volatile storage or local-nonvolatile storage or both. CMTS/CM events
designated for local-volatile storage MAY also be retained in local-nonvolatile storage. CMTS/CM events
designated for local-nonvolatile storage MAY also be retained in local-volatile storage. Data from local-volatile
log and local-nonvolatile log is reported through docsDevEventTable. A DOCSIS 2.0 compliant cable device
(CM/CMTS) MUST support the docsDevEvControl Table with additional requirements as described in this

specification.

The cable device event log MUST be organized as a cyclic buffer with a minimum of ten entries, and MAY
persist across reboots. The event log table MUST be accessible through the DocsDevEventTable [RFC 2669] by
the cable device (CM or CMTS).

Aside from the procedures defined in this document, event recording must conform to the requirements of [RFC
2669]. Event descriptions must appear in English and must not be longer than 255 characters, which isthe
maximum defined for SnmpAdminString.

Events areidentical if their Eventlds are identical. For identical events occurring consecutively, the CM MAY
choose to store only a single event. In such a case, the event description recorded MUST reflect the most recent
event.

The Eventld digit is a 32-hit unsigned integer. Eventlds ranging from 0 to (23! - 1) are reserved by DOCSIS. The
Eventld MUST be converted from the error codes defined in Annex D.

The Eventlds ranging from 23 to (232 - 1) MUST be used as vendor-specific Eventlds using the following
format:

* Bit 31 isset to indicate vendor-specific event
¢ Bits 30-16 contain the lower 15 bits of the vendor’s SNMP enterprise number
¢ Bits 15-0 are used by the vendor to number events

Section 7.4.2.2.2 describes rules to generate unique Eventlds from the error code.

The [RFC 2669] docsDevEvIndex object provides relative ordering of eventsin the log. The creation of local-
volatile and local-nonvolatile logs necessitates a method for synchronizing docsDevEvIndex values between the
two local logs after reboot. The following procedure MUST be used after reboot:

e Thevalues of docsDevEvIindex maintained in the local non-volatile log MUST be renumbered beginning
with 1.
* Thelocal-volatile log MUST then be initialized with the contents of the local non-volatile log.

* Thefirst event recorded in the new active session’s local-volatile log MUST use as its docsDevEvIndex the
value of (last restored non-volatile docsDevEvindex + 1).

A reset of the log initiated through an SNMP SET of the [RFC 2669] docsDevEvControl object MUST clear
both the local-volatile and local-nonvolatile logs.

L Revised this paragraph per ECN OSS2-N-03034, by GO on 04/21/03.
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7.4.2.2 Format of Events
Annex D listsall DOCSIS events.

The following sections explain in detail how to report these events via any of the three mechanisms (local event
logging, SNMP trap and syslog).

74221 SNMP TRAP/INFORM

A cabledevice (CMTSor CM) MUST send the following generic SNMP traps, as defined in standard MIB [RFC
3418] and [RFC 2863]:

e coldStart (warmStart is optional) [RFC 3418]
e linkUp [RFC 2863]

* linkDown [RFC 2863]

e SNMP authentication-Failure [RFC 3418]

A cable device (CMTS or CM) MUST implement SNMP traps defined in the DOCS-CABLE-DEVICE-TRAP-
MIB, which is complementary to existing standard DOCSIS MIB-s (DOCS-CABLE-DEVICE-MIB, DOCS-
BPI2-MIB, and DOCS-IF-MIB) and defined in Annex H:

e ACM or CMTSin SNMP v1l/v2c NmAccess mode MUST support SNMPv1 and SNMPv2c Traps.
e A CM or CMTSin SNMP Coexistence mode MUST support SNMPv1, SNMPv2c, and SNMPv3 Traps.
* Cabledevices (CMTS or CM) MUST support INFORM.

INFORM isavariation of trap and requires the receiving host to acknowledge the arrival of an InformRequest-
PDU with an InformResponse-PDU. An InformRequest-PDU is exactly the same as atrap-PDU except that the
value in the PDU-typefield is 6 for InformRequest-PDU instead of 7 for SNM Pv2-trap-PDU. SNMPv1 does not
support INFORM.

When an SNMP trap defined in the DOCS-CABLE-DEVICE-TRAP-MIB isenabledinaCM, it MUST send
notifications for any event in its category whose priority is either “error” or “notice”. See Table 7-2. It MAY
notify (optionally) events with other prioritieswhen it is possible.

When the SNM P trap defined in the DOCS-CABLE-DEVICE-TRAP-MIB isenabledinaCMTS, it MUST send
notifications for an event whose priority is“critical” or “error” or “warning” or “notice”. See Table 7-3. It MAY
send (optionally) events with other priorities.

Vendor-specific events reportable via SNMP TRAP MUST be described in the vendor documents. Vendors can
also define vendor-specific SNMP traps and MUST do so in the private MIBs.

When defining a vendor-specific SNMP trap, the OBJECTS statement of the private trap definition SHOULD
contain at least the objects explained below. For CM traps, docsDevEvLevel, docsDevEvid, docsDevText,
docslfDocsisCapability, docslfDocsisCapability, ifPhysAddress, and docslfCmCmtsAddress SHOULD be
included. For CM TS traps, docsDevEvL evel, docsDevEvId, docsDevEvText, docslfCmtsCmStatusDocsisM ode,
docslfCmtsCmStatusM acAddress, docslfDocsisOperMode, and ifPhysAddress SHOULD beincluded. For a
description of the usage of these objects, please refer to the DOCS-CABLE-DEVICE-TRAP-MIB. More objects
may be contained in the OBJECTS body as desired.

Since the objects contained in these SNMP traps are the same objectsin the SNMP local event table, CM MUST
turn on local event logging on a particular priority whenever the SNMP traps are configured on that event
priority.
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7.4.22.2 SYSLOG message format

For DOCSIS events, the CM’s Syslog message MUST be sent in the following format; for non-DOCSI S events,
itisoptiona:

<| evel >CABLEMODEM vendor]: <event|d> text vendor-specific-text

Where level isan ASCII representation of the event priority, enclosed in angle brackets, which is constructed as
an OR of the default Facility (128) and event priority (0-7). The resulting level has the range between 128 and
135.

The CMTS's Syslog message MUST be sent in the following format:

For DOCSIS events, the CMTS's Syslog message MUST be sent in the following format; for non-DOCSIS
events, it isoptional:

<l evel >TI MESTAMP HOSTNAME CMIS[ vendor]: <eventld> text vendor-specific-text

Where:
* level isan ASCII representation of the event priority, enclosed in angle brackets, which is constructed as an
OR of the default Facility (128) and event priority (0-7). The resulting level ranges between 128 and 135.

¢ TIMESTAMP and HOSTNAME MAY be sent after <level> by the CMTS. If the TIMESTAMP and HOST-
NAME fields are sent, they MUST bein the same format asin Section 4.1.2 of [RFC 3410]. TIMESTAMP and
HOSTNAME format and MUST be sent together. The one space after TIMESTAMP is part of the TIMES

TAMP field. The one space after HOSTNAME is part of the HOSTNAME field.

» vendor isthe vendor name for the vendor-specific SY SLOG messages or DOCSIS for the standard DOCSIS
messages.

* eventldisan ASCII representation of the INTEGER number in decimal format, enclosed in angle brackets,
which uniquely identifies the type of event. This number MUST be the same number that is stored in the

docsDevEvld object in docsDevEventTable, and is also associated with SNMP TRAP in the “SNMP TRAP/
Inform” section.

For the standard DOCSI S events this number is converted from the error code using the following rules:

e Thenumber is an eight-digit decimal number.
* Thefirst two digits (Ieft-most) are the ASCII code for the letter in the Error code.

e Thenext four digits arefilled by 2 or 3 digits between the letter and the dot in the Error code with
zero filling in the gap in the left side.

e Thelast two digits arefilled by the number after the dot in the Error code with zero filling in the gap
in the left side.

For example, event D04.2 is converted into 68000402, and Event 1114.1 is converted into 73011401.

Please note that this notion only uses a small portion of available number space reserved for DOCSIS (0 to
231.1). Thefirst letter of an error code is always in upper-case.

¢ text: for the standard DOCSIS messages, this string MUST contain the textual description as defined in
Annex D.

* vendor-specific-text MAY be provided by vendors for vendor-specific information.

1 Revised this bullet per ECN OSS1v2.0-N-03.0117-2 by GO on 2/19/04.
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There are products in the marketplace that expect existing syslog messages in their current format for fault
management, which the DOCSIS sysog message format would break. So, for CM and CMTS, it is optional for
the syslog message format of the non-DOCSIS events to follow the above formats.

For example, the syslog event for the event D04.2, “ Time of the day received in invalid format”, is as follows:;

<132>CABLEMODEM DOCSI S] : <44000402> Ti me of Day Response but invalid data/fornmat.

The number 44000402 in the example is the number assigned by DOCSI S to this particular event.

7.4.2.3 Standard DOCSIS events for CMs

The DOCS-CABLE-DEVICE-MIB [RFC 2669] defines 8 priority levels and a corresponding reporting
mechanism for each level.

Emergency event (priority 1) Reserved for vendor-specific ‘fatal’ hardware or software errors that prevents
normal system operation and causes reporting system to reboot.

Every vendor may define their own set of emergency events. Examples of such events might be ‘no memory
buffers available’, ‘memory test failure’, and so on. (Such basic cross-vendor type events should be included in
the DOCSIS 2.0 “Eventsfor Natification” Appendix F so that vendors do not define many overlapping Eventlds
in vendor-private scope.)

Alert event (priority 2) A serious failure, which causes reporting system to reboot but it is not caused by h/w
or 'w malfunctioning. After recovering from the critical event, the system MUST send a cold/warm start
notification. The alert event could not be reported as a Trap or SY SLOG message and MUST be stored in the
internal log file. The code of this event MUST be saved in non-volatile memory and reported later through the
docslfCmStatusCode SNMP variable of DOCS-IF-MIB.

Critical event (priority 3) A serious failure that requires attention and prevents the device from transmitting
data but could be recovered without rebooting the system. After recovering from the error event Cable Modem
Device MUST send the Link Up notification. Critical events could not be reported as a Trap or SY SLOG
message and MUST be stored in the internal log file. The code of this event MUST be reported later through
docslfCmStatusCode SNMP variable of DOCS-IF-MIB. Examples of such events might be configuration file
problems detected by the modem or the inability to get an | P address from the DHCP server.

Error event (priority 4) A failure occurred that could interrupt the normal data flow but will not cause the
modem to re-register. Error events could be reported in real time by using the trap or SY SLOG mechanism.

Warning event (priority 5) A failure occurred that could interrupt the normal data flow but will not cause the
modem to re-register. ‘Warning' level is assigned to events both modem and CMTS have information about. To
prevent sending the same event both from the CM and the CMTS, the trap and Syslog reporting mechanism is
disabled by default for thislevel.

Notice event (priority 6) The event isimportant, but is not afailure and could be reported in real time by
using the trap or SY SLOG mechanism. For a CM, an example of a Notice event is ‘' SW UPGRADE
SUCCESS .1

Informational event (priority 7) The event is of marginal importance, and is not failure, but could be helpful
for tracing the normal modem operation. Local-Log messaging is allowed for vendor-specific informational
events and subject to the constraints outlined in Section 5.2 of this document.?

L Revised last sentence per ECN OSS2-N-02193 by GO on 02/11/03.
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Debug event (priority 8) Reserved for vendor-specific non-critical events.

The reporting mechanism for each priority could be changed from the default reporting mechanism Table 7-2 by

using docsDevEVReporting object of DOCS-CABLE-DEVICE-MIB.1 2

Table 7-2 Default event priorities for the Cable Modem device

Local-Log SNMP SYSLOG Local-Log
Non-volatile Trap Volatile
Event Priority (bit-0) (bit-1) (bit-2) (bit-3)
1 Emergency Yes No No No or Yes*
2 Alert Yes No No No or Yes*
3 Critical Yes No No No or Yes*
4 Error No or Yes** Yes Yes Yes
5 Warning No or Yes** No No Yes
6 Notice No or Yes** Yes Yes Yes
7 Informational No or Yes** No No No
8 Debug No No No No

1. * Note: CMTS/CM events designated for local-nonvolatile storage MAY also be retained in local-volatile storage

2.  **Note: CMTS/CM events designated for local-volatile storage MAY also be retained in local-nonvolatile storage

Notifications for standard DOCSIS events generated by the CM MUST be in the format specified in Annex D.

7.4.2.4 Standard DOCSIS events for CMTSes

CMT Ses uses the same levels of the event priorities as a CM; however, the severity definition of the eventsis
different. Events with the severity level of Warning and less, specify problems that could affect individual user
(for example, individual CM registration problem).

Severity level of 'Error’ indicates problems with a group of CMs (for example CMs that share same upstream
channel).

Severity level of 'Critical’ indicates problem that affects whole cable system operation, but is not afaulty
condition of the CMTS device. In al these casesthe CMTS MUST be able to send SY SLOG event and (or)
SNMP TRAP to the NMS.,

2 Revised this event statement per ECN 0SS2-N-03046.

L Replaced text and tables from this paragraph, through Section 7.4.3 per ECN OSS2-N-02193 by GO on 02/11/
03.

2 Revised Table 7-2 and added two table footnotes per ECN OSS2-N-03034 and 0SS2-N-03046 by GO on 04/
21/03 and 05/01/03.
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Severity level of 'TEmergency’ is vendor-specific and indicates problems with the CM TS hardware or software,
which prevents CMTS operation.

Table 7-3 Default Event priorities for the CMTS supporting only local-log non-volatile

Local-Log SNMP SYSLOG Local-Log

Non-volatile Trap Volatile

Event Priority (bit-0) (bit-1) (bit-2) (bit-3)
1 Emergency Yes No No Not Used
2 Alert Yes No No Not Used
3 Critical Yes Yes Yes Not Used
4 Error Yes Yes Yes Not Used
5 Warning Yes Yes Yes Not Used
6 Notice Yes Yes Yes Not Used
7 Informational No No No Not Used
8 Debug No No No Not Used

A CMTS supporting only one local-1og storage mechanism SHOULD accept any SNM P-Set operation on the
optional docsDevEvVReporting bit-value and always report value zero for the optional bit on SNMP-Get

operations.

Table 7-4 Default Event priorities for the CMTS supporting only local-log volatile

Local-Log SNMP SYSLOG Local-Log

Non-volatile Trap Volatile

Event Priority (bit-0) (bit-1) (bit-2) (bit-3)
1 Emergency Not Used No No Yes
2 Alert Not Used No No Yes
3 Critical Not Used Yes Yes Yes
4 Error Not Used Yes Yes Yes
5 Warning Not Used Yes Yes Yes
6 Notice Not Used Yes Yes Yes
7 Informational Not Used No No No
8 Debug Not Used No No No
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A CMTS supporting only one local-log storage mechanism SHOULD accept any SNM P-Set operation on the
optional docsDevEVReporting bit-value and always report value zero for the optional bit on SNMP-Get

operations.’

Table 7-5 Default Event priorities for the CMTS supporting both local-log non-volatile and local-log

volatile
Local-Log SNMP SYSLOG Local-Log
Non-volatile Trap Volatile
Event Priority (bit-0) (bit-1) (bit-2) (bit-3)
1 Emergency Yes No No No or Yes*
2 Alert Yes No No No or Yes*
3 Critical Yes Yes Yes No or Yes*
4 Error No or Yes** Yes Yes Yes
5 Warning No or Yes** Yes Yes Yes
6 Notice No or Yes** Yes Yes Yes
7 Informational No No No No
8 Debug No No No No

1. *Note: CMTS/CM events designated for local-nonvolatile storage MAY also be retained in local-volatile storage.
2. **Note: CMTS/CM events designated for local-volatile storage MAY also be retained in local-nonvolatile storage.

Notifications for standard DOCSI S events generated by the CMTS MUST be in the format specified in Annex D.

7.4.2.5 Event Priorities for DOCSIS and Vendor Specific Events?

DOCSIS 2.0 compliant cable device (CMTS/CM) MUST strictly assign DOCSIS and Vendor specific events
accordingly to Table 7-6.3

Table 7-6 Event Priorities Assignment For CMs and CMTSes

Event Priority CM Event Assignment CMTS Event Assignment
1 Emergency Vendor Specific Vendor Specific
2 Alert DOCSIS Vendor Specific
3 Critical DOCSIS and Vendor Specific (optional*) DOCSIS and Vendor Specific (optional*)
4 Error DOCSIS and Vendor Specific (optional*) DOCSIS and Vendor Specific (optional*)
5 Warning DOCSIS and Vendor Specific (optional*) DOCSIS and Vendor Specific (optional*)
6 Notice DOCSIS and Vendor Specific (optional*) DOCSIS and Vendor Specific (optional*)
7 Informational DOCSIS and Vendor Specific (optional*) DOCSIS and Vendor Specific (optional*)
8 Debug Vendor Specific Vendor Specific

1. *Note: Vendor-specific optional event definitions are recommended only where the CM/CMTS allows for sufficient storage
of such events.

L Revised Table 7-5 and added two table footnotes per ECN OSS2-N-03034 by GO on 04/21/03.
2. Added this section per ECN OSS2-N-02193 by GO on 02/11/03.
3. Revised Table 7-6 per ECN 0SS2-N-03046 by GO on 05/01/03.
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7.4.3 Throttling, Limiting and Priority for Event, Trap and Syslog

7.4.3.1 Trap and Syslog Throttling, Trap and Syslog Limiting

DOCSIS 2.0-compliant cable devices (CMTS/CM) MUST support SNMP TRAP/INFORM and SY SLOG
throttling and limiting as described in DOCS-CABLE-DEVICE-MIB [RFC 2669], regardless of SNMP mode.

7.4.3.2 Maximum Priorities for Event Reporting

Table 7-2 and Table 7-3, Table 7-4, and Table 7-5 in Section 7.4.2 define the default required event reporting
capacity for events with different prioritiesfor CM and CMTS. This capacity can be considered the minimum
requirement for vendors to implement. Vendors may choose to report an event with more mechanisms than
required in these tables. According to the priority definitions, there is amaximum level that an event can be
reported. Table 7-7 shows that maximum level for CM events and Table 7-8 displays that for CM TS events.

Vendor-specific priorities can be handled differently by different vendorsin their own ways.

Table 7-7  Maximum Level of Support for CM Events

Local-Log SNMP SYSLOG Local-Log
Non-volatile Trap Volatile
Event Priority (bit-0) (bit-1) (bit-2) (bit-3)
1 Emergency
2 Alert Yes Yes
3 Critical Yes Yes
4 Error Yes Yes Yes Yes
5 Warning Yes Yes Yes Yes
6 Notice Yes Yes Yes Yes
7 Informational Yes Yes Yes Yes
8 Debug Yes Yes Yes Yes

Table 7-8 Maximum Level of Support for CMTS Events

Local-Log SNMP SYSLOG Local-Log
Non-volatile Trap Volatile
Event Priority (bit-0) (bit-1) (bit-2) (bit-3)
1 Emergency
2 Alert
3 Critical Yes Yes Yes Yes
4 Error Yes Yes Yes Yes
5 Warning Yes Yes Yes Yes
6 Notice Yes Yes Yes Yes
7 Informational Yes Yes Yes Yes
8 Debug

7.4.3.3 BIT Values for docsDevEvReporting [RFC 2669]

Permissible BIT values for [RFC 2669] docsDevEVReporting objects include:
¢ 1. loca-nonvolatile(0)
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e 2:traps(l)
e 3:sydog(?2)
e 4 |oca-volatile(3)

An event reported by SNMP-Trap or SY SLOG MUST be accompanied by aLocal-Log. The following BITS
type values for [RFC 2669] object docsDevEvVReporting MUST NOT be accepted:

* 0x20 = syslog only
e 0x40 =trap only
e 0x60 = (trap+sydog) only

Note that the lower nibble MUST be zero in all cases, resulting in thirteen acceptable values.

docsDevEVReporting SNMP SET requests for unacceptable values MUST result in a’Wrong Value' error for
SNMPv2c/v3 PDUs or a’Bad Value' error for SNMPv1 PDUs.

When both local-log non-volatile and local-log volatile bits are set for a specific docsDevEvReporting event
priority, the non-volatile storage MUST be maintained and the volatile storage MAY be maintained, since active
functionality isidentical. When both local-log non-volatile and local-log volatile bits are set for a specific
docsDevEvVReporting event priority, events MUST NOT be reported in duplicate through the
docsDevEventTable.

7.4.4 Non-SNMP Fault Management Protocols

The OSS can use a variety of tools and techniques to examine faults at multiple layers. For the IP layer, useful
non-SNMP based tools include ping (ICMP Echo and Echo Reply), traceroute (UDP and various ICMP
Destination Unreachable flavors). Pingsto aCM from its CMCI side MUST be supported to enable local
connectivity testing from a customer’s PC to the modem. The CM and CMTS MUST support |P end-station
generation of ICMP error messages and processing of all ICMP messages.

7.5 Performance management

Atthe CATV MAC and PHY layers, performance management focuses on the monitoring of the effectiveness of
cable plant segmentation and rates of upstream traffic and collisions. Instrumentation is provided in the form of
the standard interface statistics [RFC 2863], as well as the docsif CmtsServiceTable and docsif CmServiceTable
entries. It is not anticipated that the CM TS upstream bandwidth allocation function will require active network
management intervention and tuning.

At the LLC layer, the performance management focus is on bridge traffic management. The CM and CMTS (if
the CMTS implements transparent bridging) MUST implement the Bridge MIB [RFC 1493], including the
dot1ldBase and dot1dTp groups. The CM and CMTS MUST implement a managed object that controls whether
the 802.1d spanning tree protocol (STP) isrun and topology update messages are generated; STP is unnecessary
in hierarchical, loop-free topologies. If the STP is enabled for the CM/CMTS, then the CM/CMTS MUST
implement the dot1dStp group. These MIB groups’ objects allow the NM S to detect when bridge forwarding
tables are full, and enable the NM S to modify aging timers.

A final performance concern is the ability to diagnose unidirectional loss. Both the CM and CMTS MUST
implement the mib-2 Interfaces group [RFC 2863]. When there exists more than one upstream or downstream
channel, the CM/CMTS MUST implement an instance of IfEntry for each channel. The if Stack group [RFC
2863] MUST be used to define the relationships among the CATV MAC interfaces and their channels.
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7.5.1 Additional MIB implementation requirements

To support performance monitoring and data collection for capacity, fault, and performance management, CMs
and CMTSes MUST support MIB objects with:

* Accurate in measurement

e Counter properly working (i.e. counter roll over at maximum)
» Correct counter capacity

e Counter reset properly

¢ Update rate of 1 second

7.6 Coexistence

2.0 CM operates in
DOCSIS 2.0 or DOCSIS 1.1
20CM or DOCSIS 1.0
mode

—

2.0
CMTS

2.0 CM operates in
DOCSIS 1.1 or DOCSIS 1.0

2.0CM mode

—

11
CMTS

2.0 CM operates in DOCSIS 1.0
mode

—

20CM

1.0
CMTS

Figure 7-7 Coexistence (DOCSIS 1.0 mode vs. DOCSIS 1.1 mode vs. DOCSIS 2.0 mode)
When a DOCSIS 2.0-compliant CM is connectedto a2.0 CMTS, it can operatein DOCSIS 2.0, 1.1, or 1.0 mode.

When aDOCSIS 2.0-compliant CM is connectedto a1.1 CMTS, it can operatein either DOCSIS 1.1 or 1.0
mode.

When aDOCSIS 2.0-compliant CM is connected to a1.0 CMTS, it operatesin DOCSIS 1.0 mode.

Refer to [DOCSI S 5] and the BPI+ specification for more detailed descriptions of features available for DOCSIS
2.0-compliant CM operating modes.

7.6.1 Coexistence and MIBs

The following table summarizes the requirements for MIB support for aDOCSIS 2.0 CM operating in DOCSIS
2.0, 1.1, or 1.0 mode.

The table also addresses the cases where different sections of a MIB have different support requirements across
CM operational modes.t

1 Revised Table 7-9 per ECN OSS2-N-03069 by GO on 07/11/03.
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Table 7-9 DOCSIS 2.0 CM Modes and MIB Requirements

SNMP vl/v2c RO vl/iv2c vliv2civ3 vl/iv2c vl/v2civ3 vl/v2c v1/v2c/v3
version:
Before Docsis 1.0 Docsis 1.1 Docsis 2.0
Registration | Docsis 1.0 Mode + Docsis 1.1 Mode + Docsis 2.0 Mode +
(RO from Mode + SNMP Mode + SNMP Mode + SNMP
20CM CMCI only) NmAccess | Coexistence | NmAccess | Coexistence | NmAccess | Coexistence
DOCS-IF- DOCS-IF- DOCS-IF- DOCS-IF- DOCS-IF- DOCS-IF- DOCS-IF-
MIB MIB MIB MIB MIB MIB MIB
IF-EXT (9) RFC2863 RFC2863 IF-EXT (9) | IF-EXT (9) RFC2863 RFC2863
RFC2863 RFC1493 RFC1493 RFC2863 RFC2863 RFC1493 RFC1493
RFC1493 RFC2669 RFC2669(1) RFC1493 RFC1493 RFC2669 RFC2669
RFC2669(1) RFC2011 RFC2011 RFC2669 RFC2669(1) RFC2011 (2)
RFC2011(1) RFC2013 RFC2013 RFC2011 RFC2011 RFC2013 RFC2011
RFC2013 RFC3418 RFC3418 RFC2013 RFC2013 RFC3418 RFC2013
RFC3418 RFC2665 RFC2665 RFC3418 RFC3418 RFC2665 RFC3418
RFC2665 RFC2933 RFC2933 RFC2665 RFC2665 RFC2933 RFC2665
() (M
Access- RFC2933 RFC3083 RFC3083 RFC2933 RFC2933 QOS RFC2933
ible MiBs | (1 7)
RFC3083 BPI+ (6) BPI+ (6) QOS QOS BPI+ QOSs
QOS USB USB BPI+ BPI+ USB BPI+
QOs TRAP(2) RFC2786 USB RFC2786 TRAP RFC2786
BPI+ RFC3411 TRAP RFC3411 RFC3411
USB RFC3412 RFC3412 RFC3412
TRAP RFC3413 RFC3413 RFC3413
RFC3414 RFC3414 RFC3414
RFC3415 RFC3415 RFC3415
RFC2576 RFC2576 RFC2576
TRAP(2) USB USB
TRAP TRAP
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Table 7-9 DOCSIS 2.0 CM Modes and MIB Requirements (Continued)

SNMP vl/v2c RO viiv2c viiv2civ3 viiv2c vliv2civ3 viiv2e vl/iv2civ3
version:
Before Docsis 1.0 Docsis 1.1 Docsis 2.0
Registration | Docsis 1.0 Mode + Docsis 1.1 Mode + Docsis 2.0 Mode +
(RO from Mode + SNMP Mode + SNMP Mode + SNMP
20CM CMCI only) NmAccess | Coexistence | NmAccess | Coexistence | NmAccess | Coexistence
RFC2669 QOS(5) RFC2669 RFC2786 RFC2669 IF-EXT(9) IF-EXT(9)
“4)
NmAccessTa | RFC2786 NmAccessTa | RFC3411 NmAccessTa | RFC2786 RFC2669
ble 4) ble(3) (5) ble(3) 4)
RFC2669 RFC3411 QOS(5) RFC3412 RFC3083 RFC3411(5) | NmAccessTa
ble
CpeTable RFC3412( RFC3413 RFC3412(5) | RFC3083
5) ()
RFC2011 RFC3413 RFC3414 RFC3413
ipAddrTable RFC3414 RFC3415 RFC3414
) (5) (5) (B)R
RFC2011 RFC3415 RFC2576 RFC3415(5)
(5) ()
ipNetToMedi
Inaccess- a®
ible MIBs | RFC2933
InterfaceQue | RFC2576 RFC3083 RFC2576
rier(8) 5) (5) (5)
RFC2933 RFC3083(5)
IGMP
CacheTable
®)
RFC2786
RFC3411
RFC3412
RFC3413
RFC3414
RFC3415
RFC2576

Notes to Table 7-9:
1. Part of a mib is not accessible. See Inaccessible section for inaccessible objects.

2. Supporting this MIB is optional. When DOCSIS 2.0 CM operates at 1.0 mode, it MAY (optionally) support DOCS-CABLE-
DEVICE-TRAP-MIB. Some of the traps will not be applicable. Please see Appendix A for details.

3.  RFC 2669 - When CM is in SNMP Coexistence mode, the CM MUST respond with “NoSuchName” or corresponding
SNMPv2c error code “NoAccess” for all requests to tables and objects in docsDevNmAccessTable.

4. RFC 2786 - When CM is in SNMP V1/V2c NmAccess mode, CM MUST respond with “NoSuchName” or corresponding
SNMPv2c error code “NoAccess” for all requests to tables and objects in this MIB.

5. When CM is in SNMP v1/v2c NmAccess mode, CM MUST respond with “NoSuchName” or corresponding SNMPv2c error
code “NoAccess” for all requests to tables and objects defined.

6. BPI+ MIB Part of DOCS-BPI2-MIB MUST be supported to enable secure software download. Refer to Appendix A for
specificMIB object requirements. For all other objects in DOCS-BPI2-MIB CM MUST respond with "NoSuchName" or
correspondingSNMPv2c error code "NoAccess" for all requests.

7.  Supporting this MIB is optional. If CM in 1.0 mode supports IGMP, it must implement RFC 2933.
8. Access to this object SHOULD be prohibited as it contains IP address object(s). Refer to Section 5.2 for more details.
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9. This MIB has been deprecated and MUST NOT be supported in DOCSIS 2.0 modes.
10. This MIB has been deprecated and is optional in DOCSIS 1.1 modes.

The following MIB Identities are used in Table 7-9:1

[RFC 1493] - BRIDGE-MIB

[RFC 3418] - SNMPv2-MIB

[RFC 2011] - IP-MIB

[RFC 2013] - UDP

[RFC 3411] - SNMP-FRAMEWORK-MIB
[RFC 3412] - SNMP-MPD-MIB

[RFC 3413] - SNMP Applications; SNMP-TARGET-MIB, SNMP-NOTIFICATION-MIB
[RFC 3414] - SNMP-USER-BASED-SM-MIB
[RFC 3415] - SNMP-VIEW-BASED-ACM-MIB
[RFC 2576] - SNMP-COMMUNITY-MIB

[RFC 2665] - EtherLike-MIB

[RFC 2669] - DOCS-CABLE-DEVICE-MIB
[RFC 2786] - SNMP-USM-DH-OBJECTS-MIB
[RFC 2863] - IF-MIB

[RFC 2933] - IGMP-STD-MIB

[RFC 3083] - DOCS-BPI-MIB

BPI+ - DOCS-BPI2-MIB
IF-EXT - DOCS-IF-EXT-MIB (see Annex G)
QOS - DOCS-QOS-MIB

DOCS-IF-MIB - Supersedes RFC 2670 draft for DOCSIS 2.0 DOCSIS device.
Trap - DOCS-CABLE-DEVICE-TRAP-MIB (See Annex H)
USB - USB-MIB

7.6.2 Coexistence and SNMP

A DOCSIS 2.0-compliant CM MUST support SNMPv3 and SNMPv1/v2c functionality as specified in Section 5
regardless of what mode (DOCSIS 1.0, 1.1, or 2.0) the CM operatesin.

1 Revised MIB Identities per ECN OSSI2-N-03067 by GO on 02/17/04.

86



Operations Support System Interface Specification SP-0OSSIv2.0-105-040407

8 OSSIfor BPI+

This section provides the requirements, guidelines, and/or examples related to the Digital Certificate
management process and policy.

8.1 DOCSIS Root CA

The DOCSIS Root CA issues two kinds of digital certificates as specified by the BPI+ specification. Oneis the
Manufacturer CA Certificate embedded in the DOCSIS 2.0-compliant CM and verified by the CMTS in order to
authenticate the CM during the CM initialization when the CM is provisioned to enable BPI+. The other isthe
Manufacturer Code Verification Certificate (CVC) embedded in the CM Code File and verified by the CM in
order to authenticate the CM Code File during Secure Software Downloading regardless of whether the BPI+ is
provisioned or not.

The legitimate DOCSIS Root CA Certificate needs to be delivered to cable operators and/or CMTS vendors
because the legitimate DOCSIS Root CA Certificate MUST be provisioned in the CMTS in order to realize the
correct CM Authentication. The legitimate DOCSIS Root CA Certificate aso needs to be delivered to CM
vendors because the legitimate DOCSIS Root CA Public Key extracted from the legitimate DOCSIS Root CA
Certificate MUST be embedded in the CM in order for the CM to verify the CVC in the CM Code File. Since the
DOCSIS Root CA Certificate is not a secret, the DOCSIS Root CA MAY disclose the DOCSIS Root CA
Certificate to any organization including cable operators, CM TS vendors, and CM vendors.

8.2 Digital Certificate Validity Period and Re-issuance
8.2.1 DOCSIS Root CA Certificate
The validity period of the DOCSIS Root CA Certificate is 30 years. The re-issuance processis TBD.

8.2.2 DOCSIS Manufacturer CA Certificate

When the DOCSIS Root CA newly issues the DOCSIS Manufacturer CA Certificate, the following conditions
apply:

* thetbsCertificate.validity.notBefore MUST be the actual issuance date and time

* thsCertificate.validity.notAfter MUST be the actual issuance date and time plus 20 years

Before the DOCSIS Manufacturer CA Certificate expires, a certificate with the same information except the
tbsCertificate.validity.notAfter and tbsCertificate.serial Number needs to be re-issued. DOCSI'S 2.0-compliant
CM vendors MUST obtain the re-issued DOCSIS Manufacturer CA Certificate from the DOCSIS Root CA at
least two years before the thsCertificate.validity.notAfter value of the current DOCSIS Manufacturer CA
Certificate.

When the DOCSIS Root CA re-issues the DOCSIS Manufacturer CA Certificate, the following attribute values
MUST be the same as the current DOCSIS Manufacturer CA Certificate:

* thsCertificate.issuer
* thsCertificate.subject
¢ thsCertificate.subjectPublicKeylnfo

Aswell, the thsCertificate.validity.notAfter value MUST be the actual re-issuance date and time plus 20 years.

8.2.3 DOCSIS CM Certificate

The requirements for the DOCSIS CM Certificate including the validity period are specified by the BPI+
specification.
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8.2.4 DOCSIS Code Verification Certificate

When the DOCSIS Root CA newly issues the DOCSIS Manufacturer Code Verification Certificate (CVC), the
following conditions apply:

* thetbsCertificate.validity.notBefore value MUST be the actual issuance date and time

* thsCertificate.validity.notAfter MUST NOT exceed an actual issuance date and time by 10 years, and MUST
bevalid at least 2 years from the actual issuance date.

Before the DOCSIS Manufacturer CV C expires, the certificate with the same information except the
tbsCertificate.validity.notBefore, the thsCertificate.validity.notAfter and thsCertificate.serialNumber needsto be
re-issued. DOCSI'S 2.0-compliant CM vendors MUST obtain the re-issued DOCSIS Manufacturer CV C from the
DOCSIS Root CA at least 6 months before the thsCertificate.validity.notAfter vaue of the current DOCSIS
Manufacturer CVC.

When the DOCSIS Root CA re-issues the DOCSIS Manufacturer CV C, the following attribute values MUST be
the same as the current DOCSIS Manufacturer CV C:

¢ tbsCertificate.issuer
* tbsCertificate. subject?

Aswell, the tbsCertificate.validity.notBefore value MUST be between the thsCertificate.validity.notBefore value
of the current DOCSIS Manufacturer CV C, and the actual issuance date and time. (That is, the
thsCertificate.validity.notBefore value can be the same as the tbsCertificate.validity.notBefore value of the
current DOCSIS Manufacturer CVC, the actual issuance date and time, or any value between there two values.)

In addition, the tbsCertificate.validity.notAfter MUST be the actual re-issuance date and time plus 2 to 10 years.?

8.3 CM Code File Signing Policy

CM vendors and cable operators can control the Secure Software Download process based on their policies by
updating the Manufacturer/Co-Signer CV C or by changing the signingTimein the Manufacturer/Co-Signer CVS
(Code Verification Signature). At thistime, the DOCSI'S 2.0 specifications do not specify the policy related to the
CM Caode File signing process. However, an example of the policy is specified in this section.

8.3.1 Manufacturer CM Code File Signing Policy

A DOCSIS 2.0-compliant CM vendor and its Manufacturer Code Signing Agent (Mfg CSA), which securely
stores the RSA private key corresponding to the RSA public key in the Manufacturer CV C and generates the
CVSfor the CM Code File, MAY employ the following policy for the CM Code File signing process.

The Mfg CSA continues to put exactly the same date and time value (T1) in the signingTime field in the Mfg
CVS of the CM Code File as long as the vendor does not have any CM Code File to revoke.

Once the vendor realizes there are certain issuesin one or more CM Code File(s) and wants to revoke them, the
vendor chooses the current date and time value (T2) and starts using T2 as the signingTime value in the Mfg
CVSfor al the newly created CM Code File from that point. In addition, it re-signs all the still-good old CM
Code Filesusing the T2.

Under this policy, because the multiple CM Code Files make a group of the CM Code Files with the exact same
signingTime valuein the Msg CV S, the operator can download any CM Code File in the group in any order. That
is, among the CM Code Files in the same group, the CM’s software can be downgraded if necessary.

L Revised preceding paragraph and bullet statements per ECN OSS2-N-03053 by GO on 06/04/03.
2. Revised this paragraph per ECN OSSIv2.0-N-0130-2 by GO on 3/17/04.
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9 OSSI for CMCI

This section defines the operational mechanisms needed to support the transmission of data over cable services
between a cable modem and customer premise equipment. More specifically, this section outlines the following;:

* SNMP accessviaCMClI

* Console Access

e CM diagnostic capabilities
e Protocol Filtering

* Required MIBs

Currently, the CMCI is categorized as internal, external, and CPE-Controlled cable modem functional reference
models. The external cable modems MAY have either an Ethernet 10Base-T, a Universal Serial Bus (USB)
CMCI interface, or both. If both interfaces are present on aCM, they MAY be active at the same time.

Internal cable modems MUST utilize the Peripheral Component Interconnect (PCI) bus for transparent bi-
directional IPtraffic forwarding. The PCI interface MUST be defined and accessible from an SNM P manager for
both operational and security purposes.

A CPE-Controlled Cable modem’'s (CCCM) CMCI MAY be either a Peripheral Component Interconnect (PCI)
or Universal Serial Bus (USB) interface. If PCl isutilized, the interface MUST be defined and accessible from an
SNMP manager for both operational and security purposes.

9.1 SNMP Access via CMCI

SNMP access from the CMCI before and after completing the CM TS registration process, MUST comply with
the access requirements specified in Section 5.2. The CM MUST support SNM P access through the following IP
addresses:

1. The CM DHCP-acquired IP MUST accept an SNMP request from CMCI only after completing registration.

2. The CM MUST support 192.168.100.1 as the well-known diagnostic | P address accessible only from the
CMCI interfaces regardless of the CM registration state. The well-known diagnostic | P address,
192.168.100.1, MUST be supported on al physical interfaces associated with the CMCI (e.g. USB,
10Base-T, etc.). SNMP requests coming from the CATV interface targeting the well-known IPMUST be
drop by CM.

CM MAY aso implement alternative interfaces like link-local method described in the IETF document “ draft-
ietf-zeroconf-ipv4-linklocal-10.txt” [IETF10]. If implemented, the CM MUST restrict the |P address range
described in “1pv4 Link-local address selection, defense and delivery” of the mentioned document to 169.254.1.0
—169.254.1.255.

9.2 Console Access

An external cable modem MUST NOT allow access to the CM functions via a console port. In this specification,
aconsole port is defined as a communication path, either hardware or software, that allows a user to issue
commands to modify the configuration or operational status of the CM. Access to the external CM MUST only
be allowed using DOCSI S 2.0-defined RF interfaces and operator-controlled SNM P access via the CMCI.

L Revised the first sentence of this paragraph per ECN OSSIv2.0-N-03.0117-2 by GO on 2/19/04.
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9.3 CM Diagnostic Capabilities

The CM MAY have a diagnostic interface for debugging and troubleshooting purposes. The interface MUST be
limited by default to the requirements described in Section 5.2 a) before and after registration, and SHOULD be
disabled by default after registration has been completed. Additional controls MAY be provided that will enable
the M SO to ater or customize the diagnostic interface, such as viathe configuration process or later management
by the M SO through the setting of a proprietary MIB.

9.4 Protocol Filtering

The CM MUST be capable of filtering all broadcast traffic from the host CPE, with the exception of DHCP and
ARP packets. This filtering function must adhere to Section 7.3. All ICMP type packets MUST be forwarded
from the CMCI interface to the RF upstream interface. The CMCI MUST also adhere to the data forwarding
rules defined in [DOCSIS 5].

9.5 Management Information Base (MIB) Requirements

All Cable Modems MUST implement the MIBs detailed in Section 6 of this specification, with the following
exceptions:
* Anexternal CM with only USB interface(s) MUST NOT implement [RFC 2665], the Ethernet Interface MIB.

* Anexterna CM with only USB interface(s) MUST implement the IETF Proposed Standard RFC version of
the USB MIB.

¢ Aninterna CM MAY implement [RFC 2665], the Ethernet Interface MIB.
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10 CM Operational Status Visualization®

DOCSIS 2.0 compliant CM is RECOMMENDED to support a standard front-panel LEDs (Light Emitting
Diode) that presents straightforward information about the registration state of the CM to facilitate efficient
customer support operations.

10.1 CM LEDs Requirements and Operation

The LEDson aDOCSIS 2.0 compliant CM SHOULD have three states; 1) unlit, 2) flash, 3) lit solid. A *flash’
LED SHOULD turn on and off with a50% duty cycle at afrequency not less than 2 cycles per second.

The LEDs will light sequentially, following the normal CM boot-up procedure, as specified in the DOCSIS RFI
specification. In thisway, the installer can detect afailure that prevents the CM from becoming operational.

DOCSIS 2.0 compliant CMsis RECOMMENDED to have aminimum of five LEDs visible on the outside case
divided in three functional groups:
e BOX: It SHOULD have 1 LED labeled as POWER

e DOCSIS: Thisgroup has LEDsfor the DOCSIS interface. It SHOULD have 3 LEDs labeled as DS,
US, and ONLINE

e CPE: ThisGroup hasthe LINK LED indication. It SHOULD have a minimum of 1 LED labeled as
LINK. DOCSIS 2.0 CMs MAY have multiple LEDs in the CPE Group to represent individual CPE
interfaces types and parameters. Those LEDs MAY be labeled according to their associated
interface type.

There is no specific requirement for labeling the functional groups, Moreover, the LEDs in the DOCSIS group
SHOULD beinthe order DS, US, and ONLINE, from left to right, or Top to Bottom, as appropriate for the
orientation of the device. Aswell, the overall LED distribution SHOULD intend to be in the order POWER, DS,
US, ONLINE, and LINK.

The RECOMMENDED LEDsindicate the following steps are in progress, or have completed successfully by the
CM:

* Power on and optionally any proprietary CM self-test
* DOCSIS Downstream Scanning and Sync

¢ DOCSIS Upstream Channel Selection and Ranging

* Becoming operational

* DataLink and Activity

Note: RECOMMENDED LEDs SHOULD operate as described below:

10.1.1 Power and self test

When the CM isturned on, the RECOMMENDED LEDs, or at least the DOCSIS Group LEDs (DS, US,
ONLINE), SHOULD *flash’ while the CM performs the system initialization of the Operational System, CM
application load, and any proprietary self-tests. Following the successful completion of the steps above, the
RECOMMENDED LEDs, or at least the DOCSIS Group LEDs, SHOULD show "lit solid" for one second and
then only the POWER LED SHOULD remain 'lit solid’. The LINK LED MAY dso be'lit solid’ if a CPE device

1 Added Section 10 per ECN OSS2-N-03025 by GO on 06/13/03.
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is properly connected (see Section 10.1.5 below) . If the system initialization, described above, resultsin a
failure, the RECOMMENDED LEDs, or at least the DOCSIS Group LEDs SHOULD continue to ‘flash'.

10.1.2 Scanning and Synchronization to Downstream

DS: The DSLED SHOULD *flash’ asthe CM scansfor a Downstream DOCSI S channel. The DSLED SHOULD
go to 'lit solid’ when the CM MAC layer has already synchronized, as defined in [DOCSIS 5] Section 9.2.1.
Whenever the CM is scanning for a downstream channel and attempting to synchronize to a downstream
channel, the DS LED SHOULD ‘flash’ and the US and ONLINE LEDs SHOULD be 'unlit’.

10.1.3 DOCSIS Upstream obtaining parameters

US: After the DS LED goes lit solid’, the US LED SHOULD ‘flash’ and the ONLINE LED SHOULD be 'unlit’,
while the CM is obtaining upstream parameters and performing initial ranging. When the CM Completes a
successful initial Ranging, the US LED SHOULD go 'lit solid’ (See Figure 9-3 Obtaining US parametersin
[DOCSIS 5)).

10.1.4 Becoming Operational

ONLINE: After the US LED goes 'lit solid’, the ONLINE LED SHOULD ‘*flash’ while the CM continues the
process to become operational. When the CM is operational, the ONLINE LED SHOULD be 'lit solid'.
Operational is defined according to [DOCSIS 5], Figure 9-1, CM initialization overview. If at any point thereisa
failure in the registration process that causes the CM to not become operational (ranging, DHCP, configuration
file download, registration, Baseline Privacy initialization, etc.), the ONLINE LED SHOULD continue to flash’.

If the CM becomes operational and the CM configuration file has the Network Access Control Object (NACO)
set to off, the ONLINE LED SHOULD be 'unlit’, while’'DS and US LEDS SHOULD *flash’.

10.1.5 Data Link and Activity

LINK ACTIVITY: ThisLED SHOULD belit solid’ when a CPE device is connected and the CM is not bridging
data. The LED SHOULD only ‘flash’ when the CM is bridging data during the CM operational state and
NACO=1. TheLink LED SHOULD not flash’ for data traffic originating or terminating at the CM device itsalf.

If link is detected with a CPE device, the LINK LED MAY 'lit solid’ any time after the power and self test stepis
completed.

10.2 Additional CM Operational Status Visualization Features

It is acceptable to change the DOCSI S defined LED behavior when the CM isin avendor proprietary mode of
operation. A DOCSIS 2.0 Compliant CM MUST NOT have additional LEDs that reveal DOCSI S specific
information about the configuration file content or otherwise clearly specified (see NACO visudization in
section 10.1.4 and 10.1.5).

10.2.1 Software Download

The CM Should signal that a Software Download [DOCSIS 6], Appendix D isin process, by indicating DS and
US LEDsto flash’, and ONLINE LED 'lit solid".
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Annex A Detailed MIB Requirements (normative)!

The following abbreviations and rules apply in this Annex:
ACC-FN Accessible for Notify.
ATRAP Accessiblethrough SNMP trap.

D Deprecated. Deprecated objects are optional. That is, a vendor can choose to implement or not implement
the object. If avendor chooses to implement the object, the object MUST be implemented correctly according to
the MIB definition. If avendor chooses not to implement the object, an agent MUST NOT instantiate such object
and MUST respond with the appropriate error/exception condition (e.g., no such object for SNMPv2c).

M  Mandatory. The object MUST be implemented correctly according to the MIB definition.
N-Acc Not accessible. The object is not accessible and isusually anindex in atable.
NA Not Applicable. Not applicable to the device.

N-Sup MUST not support. The device MUST NOT support the object. That is, an agent MUST NOT
instantiate such object and MUST respond with the appropriate error/exception condition (e.g., no such object
for SNMPv2c).

O Optional. A vendor can choose to implement or not implement the object. If avendor chooses to implement
the object, the object MUST be implemented correctly according to the MIB definition. If a vendor chooses not
to implement the object, an agent MUST NOT instantiate such object and MUST respond with the appropriate
error/exception condition (e.g., no such object for SNMPv2c).

Ob Obsolete. It is optional. Though in SNMP convention, obsol ete objects should not be implemented,
DOCSIS 2.0 0SSl lets vendors choose whether or not to support the obsolete object. That is, a vendor can
choose to implement or not implement the object. If avendor chooses to implement the object, the object MUST
be implemented correctly according to the MIB definition. If avendor chooses not to implement the object, the
SNMP agent MUST NOT instantiate such object and MUST respond with the appropriate error/exception
condition (e.g., no such object for SNMPv2c).

RC Read-Create. The access of the object MUST be implemented as Read-Create.
RO Read-Only. The access of the object MUST be implemented as Read-Only.
RW Read-Write. The access of the object MUST be implemented as Read-Write.

RC/RO Read-Create or Read-Only. The access of the object MUST be implemented as either Read-Create or
Read-Only as described in the MIB definition.

RW/RO Read-Write or Read-Only. The access of the object MUST be implemented as either Read-Write or
Read-Only as described in the MIB definition.

1 Revised following table per ECN OSS2-N-03021 (rescinded OSS-N-02234), 0SS2-N-03014, OSS2-N-
03023, OSS2-N-03069, OSS2-N-03071, OSS2-N-03067, 0SS2-N-03090, and OSSIv2.0-N-04.0127-4 by GO
on 02/26/03, 03/2/03, 07/11/03, 11/17/03, and 3/16/04.
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DOCS-IF-MIB (DOCS-IF-MIB: draft-ietf-ipcdn-docs-rfmibv2-05.txt)

docslfDownstreamChannelTable

2.0 2.0 2.0
CMin CMin CMin

1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docslfDownChannelld M RO M RO M RO M RO
docslfDownChannelFrequency M RO M RO M RO M RW/RO
docslfDownChannelWidth M RO M RO M RO M RW/RO
docslfDownChannelModulation M RO M RO M RO M RW
docslfDownChannelinterleave M RO M RO M RO M RW
docslfDownChannelPower M RO M RO M RO M RW/RO
docslfDownChannelAnnex (0] RO o RO M RO M RW/RO
docslfUpstreamChannelTable

2.0 2.0 2.0

CMin CMin CMin

1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docslfUpChannelld M RO M RO M RO M RO
docslfUpChannelFrequency M RO M RO M RO M RC
docslfUpChannelWidth M RO M RO M RO M RC
docslfUpChannelModulationProfile M RO M RO M RO M RC
docslfUpChannelSlotSize M RO M RO M RO M RC/RO
docslfUpChannelTxTimingOffset M RO M RO M RO M RO
docslfUpChannelRangingBackoffStart M RO M RO M RO M RC
docslfUpChannelRangingBackoffEnd M RO M RO M RO M RC
docslfUpChannelTxBackoffStart M RO M RO M RO M RC
docslfUpChannelTxBackoffEnd M RO M RO M RO M RC
docslfUpChannelScdmaActiveCodes (0] RO (@) RO M RO M RC
docslfUpChannelScdmaCodesPerSlot (0] RO O RO M RO M RC
docslfUpChannelScdmaFrameSize (0] RO (@) RO M RO M RC
docslfUpChannelScdmaHoppingSeed (0] RO O RO M RO M RC
docslfUpChannelType (@] RO O RO M RO M RC
docslfUpChannelCloneFrom O RO O RO M RO M RC
docslfUpChannelUpdate O RO O RO M RO M RC
docslfUpChannelStatus (@] RO (@) RO M RO M RC
docslfUpChannelPreEqEnable O RO M RO M RO M RC

94



Operations Support System Interface Specification SP-0OSSIv2.0-105-040407

docslIfQosProfileTable

2.0 2.0 2.0
CMin CMin CMin
1.0 11 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docslfQosProflndex M N-Acc (0] N-Acc (0] N-Acc O N-Acc
docslfQosProfPriority M RO O RO O RO O RC/RO
docslfQosProfMaxUpBandwidth M RO O RO (@] RO O RC/RO
docslfQosProfGuarUpBandwidth M RO O RO o RO O RC/RO
docslfQosProfMaxDownBandwidth M RO O RO (0] RO O RC/RO
docslfQosProfMaxTxBurst D RO D RO D RO D RC/RO
docslfQosProfBaselinePrivacy M RO (0] RO O RO (0] RC/RO
docslfQosProfStatus M RO (0] RO (0] RO (0] RC/RO
docslfQosProfMaxTransmitBurst M RO O RO (0] RO O RC/RO
docslfSignalQualityTable
Object CM Access | CMTS | Access
docslfSigQIncludesContention M RO M RO
docslfSigQUnerroreds M RO M RO
docslfSigQCorrecteds M RO M RO
docslfSigQUncorrectables M RO M RO
docslfSigQSignalNoise M RO M RO
docslfSigQMicroreflections M RO M RO
docslfSigQEqualizationData M RO M RO
2.0 2.0 2.0
CMin CMin CMin
1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docslfSigQExtUnerroreds (0] RO O RO M RO M RO
docslfSigQExtCorrecteds (0] RO (@) RO M RO M RO
docslfSigQExtUncorrectables (0] RO O RO M RO M RO
(no table)
2.0 2.0 2.0
CMin CMin CMin
1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docslfDocsisBaseCapability (0] RO M RO M RO M RO
docslfCmMacTable
Object CM Access | CMTS | Access
docslfCmCmtsAddress M RO NA NA
docslfCmCapabilities M RO NA NA
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docslfCmRangingTimeout Ob N-Sup NA NA
docslfCmRangingTimeout M RW NA NA
docslfCmsStatusTable

2.0 2.0 2.0

CMin CMin CMin

1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docslfCmStatusValue M RO M RO M RO NA NA
docslfCmStatusCode M RO M RO M RO NA NA
docslfCmStatusTxPower M RO M RO M RO NA NA
docslfCmStatusResets M RO M RO M RO NA NA
docslfCmStatusLostSyncs M RO M RO M RO NA NA
docslfCmStatusinvalidMaps M RO M RO M RO NA NA
docslfCmStatusinvalidUcds M RO M RO M RO NA NA
docslfCmStatusinvalidRanging M RO M RO M RO NA NA
Responses
docslfCmStatusinvalidRegistration M RO M RO M RO NA NA
Responses
docslfCmStatusT1Timeouts M RO M RO M RO NA NA
docslfCmStatusT2Timeouts M RO M RO M RO NA NA
docslfCmStatusT3Timeouts M RO M RO M RO NA NA
docslfCmStatusT4Timeouts M RO M RO M RO NA NA
docslfCmStatusRangingAborteds M RO M RO M RO NA NA
docslfCmStatusDocsisOperMode (0] RO M RO M RO NA NA
docslfCmStatusModulationType (@) RO M RO M RO NA NA
docslfCmStatusEqualizationData O RO M RO M RO NA NA
(no table)
Object CM Access | CMTS | Access
docslfCmtsChannelUtilizationInterval NA NA M RW
DocslfCmtsChannelUtilizationTable
Object CM Access | CMTS | Access
docslfCmtsChannelUtIfType NA NA M N-Acc
docslfCmtsChannelUtld NA NA M N-Acc
docslfCmtsChannelUtUtilization NA NA M RO
DocslfCmtsDownChannelCounterTable
Object CM Access | CMTS | Access
docslfCmtsDownChniCtrid NA NA M RO
docslfCmtsDownChnlCtrTotalBytes NA NA M RO
docslfCmtsDownChnlUsedBytes NA NA M RO
docslfCmtsDownChnlExtTotalBytes NA NA M RO
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docslfCmtsDownChnlExtUsedBytes | NA | NA | M | RO

DocslfCmtsUpChannelCounterTable

Object CM Access | CMTS | Access
docslfCmtsUpChnICtrid NA NA M RO
docslfCmtsUpChnlCtrTotalMslots NA NA M RO
docslfCmtsUpChnliCtrUcastGrantedMslot NA NA M RO
docslfCmtsUpChnlCtrTotalCntnMslots NA NA M RO
docslfCmtsUpChnICtrUsedCntnMslots NA NA M RO
docslfCmtsUpChnICtrExtTotalMslots NA NA M RO
docslfCmtsUpChnICtrExtUcastGrantedMslots NA NA M RO
docslfCmtsUpChnICtrExtTotalCntnMslots NA NA M RO
docslfCmtsUpChnICtrExtUsedCntnMslots NA NA M RO
docslfCmtsUpChnICtrCollCntnMslots NA NA O RO
docslfCmtsUpChnlCtrTotalCntnRegMslots NA NA O RO
docslfCmtsUpChnICtrUsedCntnReqMslots NA NA O RO
docslfCmtsUpChnICtrCollICntnReqMslots NA NA (@) RO
docslfCmtsUpChnlCtrTotalCntnRegDataMslots NA NA O RO
docslfCmtsUpChnICtrUsedCntnReqDataMslots NA NA (@) RO
docslfCmtsUpChnICtrCollCntnReqgDataMslots NA NA O RO
docslfCmtsUpChnlCtrTotalCntninitMaintMslots NA NA (@) RO
docslfCmtsUpChnICtrUsedCntninitMaintMslots NA NA O RO
docslfCmtsUpChnlCtrCollCntnInitMaintMslots NA NA O RO
docslfCmtsUpChnICtrExtCollICntnMslots NA NA O RO
docslfCmtsUpChnlICtrExtTotalCntnRegMslots NA NA O RO
docslfCmtsUpChnICtrExtUsedCntnReqMslots NA NA O RO
docslfCmtsUpChnlICtrExtCollICntnRegMslots NA NA (@) RO
docslfCmtsUpChnlICtrExtTotalCntnRegDataMslots NA NA O RO
docslfCmtsUpChnICtrExtUsedCntnRegDataMslots NA NA (@) RO
docslfCmtsUpChnlICtrExtCollICntnRegDataMslots NA NA O RO
docslfCmtsUpChnICtrExtTotalCntnInitMaintMslots NA NA (@) RO
docslfCmtsUpChnICtrExtUsedCntninitMaintMslots NA NA O RO
docslfCmtsUpChnlICtrExtCollCntnInitMaintMslots NA NA (@) RO
docslfCmServiceTable

2.0 2.0 2.0

CMin CMin CMin

1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docslfCmServiceld M N-Acc M N-Acc M N-Acc NA NA
docslfCmServiceQosProfile M RO M RO M RO NA NA
docslfCmServiceTxSlotsImmed M RO M RO M RO NA NA
docslfCmServiceTxSlotsDed M RO M RO M RO NA NA
docslfCmServiceTxRetries M RO M RO M RO NA NA
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docslfCmServiceTxExceeds M RO M RO M RO NA NA
docslfCmServiceRgRetries M RO M RO M RO NA NA
docslfCmServiceRgExceeds M RO M RO M RO NA NA
docslfCmServiceExtTxSlotsimmed (0] RO (0] RO M RO NA NA
docslfCmServiceExtTxSlotsDed (0] RO (0] RO M RO NA NA
docslfCmtsMacTable

Object CM Access | CMTS | Access
docslfCmtsCapabilities NA NA M RO
docslfCmtsSyncinterval NA NA M RW/RO
docslfCmtsUcdInterval NA NA M RW/RO
docslfCmtsMaxServicelds NA NA M RO
docslfCmtsinsertioninterval NA NA Ob N-Sup
docslfCmtsinvitedRangingAttempts NA NA M RW/RO
docslfCmtsinsertioninterval NA NA M RW/RO
docslIfCmtsStatusTable

Object CM Access | CMTS | Access
docslfCmtsStatusinvalidRangeReqs NA NA M RO
docslfCmtsStatusRangingAborteds NA NA M RO
docslfCmtsStatusinvalidRegReqs NA NA M RO
docslfCmtsStatusFailedRegReqs NA NA M RO
docslfCmtsStatusinvalidDataReqs NA NA M RO
docslfCmtsStatusT5Timeouts NA NA M RO
docslfCmtsCmStatusTable

Object CM Access | CMTS | Access
docslfCmtsCmStatusindex NA NA M N-Acc
docslfCmtsCmStatusMacAddress NA NA M RO
docslfCmtsCmStatusipAddress NA NA D RO
docslfCmtsCmStatusDownChannellfindex NA NA M RO
docslfCmtsCmStatusUpChannellfindex NA NA M RO
docslfCmtsCmStatusRxPower NA NA M RO
docslfCmtsCmStatusTimingOffset NA NA M RO
docslfCmtsCmStatusEqualizationData NA NA M RO
docslfCmtsCmStatusValue NA NA M RO
docslfCmtsCmStatusUnerroreds NA NA M RO
docslfCmtsCmStatusCorrecteds NA NA M RO
docslfCmtsCmStatusUncorrectables NA NA M RO
docslfCmtsCmStatusSignalNoise NA NA M RO
docslfCmtsCmStatusMicroreflections NA NA M RO
docslfCmtsCmStatusExtUnerroreds NA NA M RO
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docslfCmtsCmStatusExtCorrecteds NA NA M RO
docslfCmtsCmStatusExtUncorrectables NA NA M RO
docslfCmtsCmStatusDocsisRegMode NA NA M RO
docslfCmtsCmStatusModulationType NA NA M RO
docslfCmtsCmStatusinetAddressType NA NA M RO
docslfCmtsCmStatusinetAddress NA NA M RO
doclfCmtsCmStatusValueLastUpdate NA NA M RO
docslfCmtsServiceTable

Object CM Access | CMTS | Access
docslIfCmtsServiceld NA NA M N-Acc
docslfCmtsServiceCmStatusindex NA NA D RO
docslfCmtsServiceAdminStatus NA NA M RW/RO
docslfCmtsServiceQosProfile NA NA M RO
docslfCmtsServiceCreateTime NA NA M RO
docslfCmtsServicelnOctets NA NA M RO
docslfCmtsServicelnPackets NA NA M RO
docslfCmtsServiceNewCmStatusindex NA NA M RO
docslfCmtsModulationTable

Object CM Access | CMTS | Access
docslfCmtsModIndex NA NA M N-Acc
docslfCmtsModintervalUsageCode NA NA M N-Acc
docslfCmtsModControl NA NA M RC
docslfCmtsModType NA NA M RC
docslfCmtsModPreambleLen NA NA M RC
docslfCmtsModDifferentialEncoding NA NA M RC
docslfCmtsModFECErrorCorrection NA NA M RC
docslfCmtsModFECCodewordLength NA NA M RC
docslfCmtsModScramblerSeed NA NA M RC
docslfCmtsModMaxBurstSize NA NA M RC
docslfCmtsModGuardTimeSize NA NA M RO
docslfCmtsModLastCodewordShortened NA NA M RC
docslfCmtsModScrambler NA NA M RC
docslfCmtsModBytelnterleaverDepth NA NA M RC
docslfCmtsModBytelnterleaverBlockSize NA NA M RC
docslfCmtsModPreambleType NA NA M RC
docsIfCmtsModTcmErrorCorrectionOn NA NA M RC
docslfCmtsModScdmalnterleaverStepSize NA NA M RC
docslfCmtsModScdmaSpreaderEnable NA NA M RO
docslfCmtsModScdmaSubframeCodes NA NA M RC
docslfCmtsModChannelType NA NA M RC
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Object CM Access | CMTS | Access
docslfCmtsQosProfilePermissions NA NA M RW /
RO

docslfCmtsMacToCmTable

Object CM Access | CMTS | Access
docslfCmtsCmMac NA NA M N-Acc
docsIfCmtsCmPtr NA NA M RO
IF-MIB (RFC 2863)
Object C™M Access | CMTS | Access
ifNumber M RO M RO
IfTableLastChange M RO M RO
ifTable
Object CM Access | CMTS | Access
Ifindex M RO M RO
ifDescr M RO M RO
ifType M RO M RO
ifMtu M RO M RO
ifSpeed M RO M RO
ifPhysAddress M RO M RO
ifAdminStatus M RW M RW
ifOperStatus M RO M RO
ifLastChange M RO M RO
ifinOctets M RO M RO
ifinUcastPkts M RO M RO
ifinNUcastPkts D RO D RO
ifinDiscards M RO M RO
ifInErrors M RO M RO
iflnUnknownProtos M RO M RO
ifOutOctets M RO M RO
ifOutUcastPkts M RO M RO
ifOutNUcastPkts D RO D RO
ifOutDiscards M RO M RO
ifOutErrors M RO M RO
ifOutQLen D RO D RO
ifSpecific D RO D RO
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ifXTable

Objects CM Access | CMTS | Access
ifName M RO M RO
ifinMulticastPkts M RO M RO
ifinBroadcastPkts M RO M RO
ifOutMulticastPkts M RO M RO
ifOutBroadcastPkts M RO M RO
ifHCInOctets (0] RO O RO
ifHCInUcastPkts (0] RO O RO
ifHCInMulticastPkts (0] RO O RO
ifHCInBroadcastPkts (0] RO (0] RO
ifHCOutOctets (0] RO O RO
ifHCOutUcastPkts (0] RO O RO
ifHCOutMulticastPkts (0] RO O RO
ifHCOutBroadcastPkts (0] RO O RO
ifLinkUpDownTrapEnable M RW M RW
ifHighSpeed M RO M RO
ifPromiscuousMode M RW/RO | M RW/RO
ifConnectorPresent M RO M RO
ifAlias M RW/RO | M RW/RO
ifCounterDiscontinuity Time M RO M RO
ifStackTable

Objects CM Access | CMTS | Access
ifStackHigherLayer M N-Acc M N-Acc
ifStackLowerLayer M N-Acc M N-Acc
ifStackStatus M RC/RO M RC/RO
Object CM Access | CMTS | Access
ifStackLastChange M RC/RO M RC/RO
ifRcvAddressTable

Object CM Access | CMTS | Access
ifRcvAddressAddress (0] N-Acc O N-Acc
ifRcvAddressStatus (0] RC O RC
IfRcvAddressType (0] RC O RC
Notification CM Access | CMTS | Access
linkUp M M

linkDown M M
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ifTestTable

Objects CM Access | CMTS | Access
ifTestld (0] RW O RW
ifTestStatus (0] RW O RW
ifTestType o RW O RW
ifTestResult (0] RO O RO
ifTestCode (0] RO O RO
ifTestOwner (0] RW O RW

BRIDGE-MIB [RFC 1493]

NOTE: Implementation of BRIDGE MIB is required ONLY if device is a bridging device

dotldBase group

CM Access | CMTS | Access

Objects

dotldBaseBridgeAddress M RO M RO
dotldBaseNumPorts M RO M RO
dotldBaseType M RO M RO

dotldBasePortTable

CM Access | CMTS | Access

Objects

dotldBasePort M RO M RO
dotldBasePortlfindex M RO M RO
dotldBasePortCircuit M RO M RO
dotldBasePortDelayExceededDiscards M RO M RO
dotldBasePortMtuExceededDiscards M RO M RO
dotldStp group

NOTE: This group is required ONLY if STP is implemented

Objects CM Access | CMTS | Access
dotldStpProtocolSpecification M RO M RO
dot1dStpPriority M RW M RW
dotldStpTimeSinceTopologyChange M RO M RO
dotldStpTopChanges M RO M RO
dotldStpDesignatedRoot M RO M RO
dotldStpRootCost M RO M RO
dotldStpRootPort M RO M RO
dotldStpMaxAge M RO M RO
dotldStpHelloTime M RO M RO
dotldStpHoldTime M RO M RO
dotldStpForwardDelay M RO M RO
dotldStpBridgeMaxAge M RW M RW
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dot1dStpBridgeHelloTime M RW M RW
dotldStpBridgeForwardDelay M RW M RW

dotldStpPortTable
NOTE:This table is required ONLY if STP is implemented

Objects CM Access | CMTS | Access
dotldStpPort M RO M RO
dotldStpPortPriority M RW M RW
dotldStpPortState M RO M RO
dotldStpPortEnable M RW M RW
dotldStpPortPathCost M RW M RW
dotldStpPortDesignatedRoot M RO M RO
dotldStpPortDesignatedCost M RO M RO
dotldStpPortDesignatedBridge M RO M RO
dotldStpPortDesignatedPort M RO M RO
dotldStpPortForwardTransitions M RO M RO
dotldTp group

Note: This group is required ONLY if transparent bridging is implemented.

Objects C™M Access | CMTS | Access
dotldTpLearnedEntryDiscards M RO M RO
dotldTpAgingTime M RW M RW
dotldTpFdbTable

Objects C™M Access | CMTS | Access
dotldTpFdbAddress M RO M RO
dotldTpFdbPort M RO M RO
dotldTpFdbStatus M RO M RO
dotldTpPortTable

Objects C™M Access | CMTS | Access
dotldTpPort M RO M RO
dotldTpPortMaxInfo M RO M RO
dotldTpPortinFrames M RO M RO
dotldTpPortOutFrames M RO M RO
dotldTpPortInDiscards M RO M RO
dotldStaticTable

Note: Implementation of dotldStaticTable is OPTIONAL

Objects CM Access | CMTS | Access
dotldStaticAddress (0] RW (6] RW
dotldStaticReceivePort (0] RW (0] RW
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dotldStaticAllowedToGoTo (0] RW O RW

dotldStaticStatus (0] RwW O RW

DOCS-CABLE-DEVICE-MIB [RFC 2669]

docsDevBaseGroup

Objects CM Access | CMTS | Access

docsDevRole M RO (0] RO

docsDevDateTime M RO/ M RW
RW

docsDevResetNow M RW (0] RW

docsDevSerialNumber M RO (6] RO

docsDevSTPControl M RW/ O RW/RO
RO

docsDevNmAccessGroup

NOTE: docsDevNmAccessGroup is NOT accessible when the device is in SNMP Coexistence mode.

docsDevNmAcessTable

Objects CM Access | CMTS | Access
docsDevNmAccessIndex M N-Acc (@) N-Acc
docsDevNmAccesslp M RC O RC
docsDevNmAccessIpMask M RC O RC
docsDevNmAccessCommunity M RC O RC
docsDevNmAccessControl M RC O RC
docsDevNmAccessinterfaces M RC O RC
docsDevNmAccessStatus M RC O RC
docsDevNmAccessTrapVersion M RC O RC
(Note: This object is currently not in [RFC 2669])

docsDevSoftwareGroup

Objects CM Access | CMTS | Access
docsDevSwServer M RW (@) RW
docsDevSweFilename M RW O RW
docsDevSwAdminStatus M RW (@) RW
docsDevSwOperStatus M RO (0] RO
docsDevSwCurrentVers M RO (0] RO
docsDevServerGroup

Objects CM Access | CMTS | Access
docsDevServerBootState M RO N-Sup
docsDevServerDhcp M RO N-Sup
docsDevServerTime M RO N-Sup
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docsDevServerTftp M RO N-Sup
docsDevServerConfigFile M RO N-Sup
docsDevEventGroup

Objects CM Access | CMTS | Access
docsDevEvControl M RW M RwW
docsDevEvSyslog M RW M RW
docsDevEvVThrottleAdminStatus M RW M RW
docsDevEvThrottlelnhibited M RO M RO
docsDevEvThrottleThreshold M RW M RwW
docsDevEvThrottlelnterval M RW M RW
docsDevEvControlTable

Objects CM Access | CMTS | Access
docsDevEvPriority M N-Acc M N-Acc
docsDevEvVReporting M RW M RW
(Mandatory RW by DOCSIS 1.1 and DOCSIS 2.0; exception to [RFC 2669])

docsDevEventTable

Objects CM Access | CMTS | Access
docsDevEvIndex M N-Acc M N-Acc
docsDevEVFirstTime M RO M RO
docsDevEvLastTime M RO M RO
docsDevEvCounts M RO M RO
docsDevEvLevel M RO M RO
docsDevEvId M RO M RO
docsDevEvText M RO M RO
docsDevFilterGroup

Objects CM Access | CMTS | Access
docsDevFilterLLCUnmatchedAction M RW O RW
docsDevFilterLLCTable

Objects CM Access | CMTS | Access
docsDevFilterLLCIndex M N-Acc O N-Acc
docsDevFilterLLCStatus M RC (0] RC
docsDevFilterLLCIfIndex M RC (0] RC
docsDevFilterLLCProtocolType M RC (0] RC
docsDevFilterLLCProtocol M RC (0] RC
docsDevFilterLLCMatches M RO (0] RO
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Objects CM Access | CMTS | Access
docsDevFilterlpDefault M RW O RW
docsDevFilterlpTable

Objects CM Access | CMTS | Access
docsDevFilterlpindex M N-Acc O N-Acc
docsDevFilterlpStatus M RC (0] RC
docsDevFilterlpControl M RC (0] RC
docsDevFilterlplfindex M RC (0] RC
docsDevFilterlpDirection M RC (0] RC
docsDevFilterlpBroadcast M RC (0] RC
docsDevFilterlpSaddr M RC (0] RC
docsDevFilterlpSmask M RC (0] RC
docsDevFilterlpDaddr M RC (0] RC
docsDevFilterlpDmask M RC (0] RC
docsDevFilterlpProtocol M RC (0] RC
docsDevFilterlpSourcePortLow M RC (0] RC
docsDevFilterlpSourcePortHigh M RC (0] RC
docsDevFilterlpDestPortLow M RC O RC
docsDevFilterlpDestPortHigh M RC O RC
docsDevFilterlpMatches M RO O RO
docsDevFilterlpTos M RC (0] RC
docsDevFilterlpTosMask M RC (0] RC
docsDevFilterlpContinue M RC (0] RC
docsDevFilterlpPolicyld M RC (0] RC
docsDevFilterPolicyTable

Objects CM Access | CMTS | Access
docsDevFilterPolicylndex M N-Acc O N-Acc
docsDevFilterPolicyld M RC O RC
docsDevFilterPolicyStatus M RC (0] RC
docsDevFilterPolicyPtr M RC O RC
docsDevFilterTosTable

Objects CM Access | CMTS | Access
docsDevFilterTosIndex M N-Acc (0] N-Acc
docsDevFilterTosStatus M RC O RC
docsDevFilterTosAndMask M RC O RC
docsDevFilterTosOrMask M RC O RC
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docsDevCpeGroup

NOTE: CMs supporting the IP spoofing function MUST implement this group. CMs not supporting the IP spoofing filter MUST
NOT implement this group.

CM Access | CMTS | Access

Objects
docsDevCpeEnroll (@] RW N-Sup
docsDevCpelpMax o RW N-Sup

docsDevCpeTable

CM Access | CMTS | Access

Objects
docsDevCpelp (0] N-Acc N-Sup
docsDevCpeSource (@) RO N-Sup
docsDevCpeStatus (@] RC N-Sup

IP-MIB [RFC 2011]
IP Group
Objects CM Access | CMTS | Access
ipForwarding M RW M RW
ipDefault TTL M RW M RW
iplnreceives M RO M RO
ipInHdrErrors M RO M RO
ipInAddrErrors M RO M RO
ipForwDatagrams M RO M RO
ipinUnknownProtos M RO M RO
ipInDiscards M RO M RO
ipInDelivers M RO M RO
ipOutRequests M RO M RO
ipOutDiscards M RO M RO
ipOutNoRoutes M RO M RO
ipReasmTimeout M RO M RO
ipReasmReqds M RO M RO
ipReasmOKs M RO M RO
ipReasmFails M RO M RO
ipFragOKs M RO M RO
ipFragFails M RO M RO
ipFragCreates M RO M RO
ipAddrTable
Objects CM Access | CMTS | Access
ipAdEntAddr M RO M RO
ipAdEntifindex M RO M RO
ipAdEntNetMask M RO M RO
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ipAdEntBcastAddr M RO M RO
ipAdEntReasmMaxSize M RO M RO
IpNetToMediaTable

Objects CM Access | CMTS | Access
ipNetToMedialfindex M RC/RO M RC/RO
ipNetToMediaPhysAddress M RC/RO M RC/RO
ipNetToMediaNetAddress M RC/RO M RC/RO
ipNetToMediaType M RC/RO M RC/RO
Object CM Access | CMTS | Access
ipRoutingDiscards M RO M RO
ICMP Group

Objects CM Access | CMTS | Access
icmpIinMsgs M RO M RO
icmplInErrors M RO M RO
icmpInDestUnreachs M RO M RO
icmpInTimeExcds M RO M RO
icmpInParmProbs M RO M RO
icmpInSrcQuenchs M RO M RO
icmpInRedirects M RO M RO
icmpInEchos M RO M RO
icmpInEchosReps M RO M RO
icmpInTimestamps M RO M RO
icmpInTimeStampreps M RO M RO
icmplnAddrMasks M RO M RO
icmplnAddrMaskReps M RO M RO
icmpOutMsgs M RO M RO
icmpOutErrors M RO M RO
icmpOutDestUnreachs M RO M RO
icmpOutTimeExcds M RO M RO
icmpOutParmProbs M RO M RO
icmpOutSrcQuenchs M RO M RO
icmpOutRedirects M RO M RO
icmpOutEchos M RO M RO
icmpOutEchoReps M RO M RO
icmpOutTimestamps M RO M RO
icmpOutTimestampReps M RO M RO
icmpOutAddrMasks M RO M RO
icmpOutAddrMaskReps M RO M RO
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UDP-MIB [RFC 2013]

UDP Group
Objects CM Access | CMTS | Access
udplnDatagrams M RO M RO
udpNoPorts M RO M RO
udpInErrors M RO M RO
udpOutDatagrams M RO M RO
UDP Listener Table
Objects CM Access | CMTS | Access
udpLocalAddress M RO M RO
udpLocalPort M RO M RO
SNMPv2-MIB [RFC 3418]
System Group
Objects CM Access | CMTS | Access
sysDescr M RO M RO
sysObjectID M RO M RO
sysUpTime M RO M RO
sysContact M RW M RW
sysName M RW M RW
sysLocation M RW M RW
sysServices M RO M RO
sysORLastChange M RO M RO
sysORTable
Object CM Access | CMTS | Access
sysORIndex M N-Acc M N-Acc
sysORID M RO M RO
sysORDescr M RO M RO
sysORUpTime M RO M RO
SNMP Group
Objects CM Access | CMTS | Access
snmpinPkts M RO M RO
snmplnBadVersions M RO M RO
snmpOutPkts Ob RO Ob RO
snmpinBadCommunityNames M RO M RO
snmplinBadCommunityUses M RO M RO
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snmpIinASNParseErrs M RO M RO
snmpinTooBigs Ob RO Ob RO
snmpIinNoSuchNames Ob RO Ob RO
snmplinBadValues Ob RO Ob RO
snmpinReadOnlys Ob RO Ob RO
snmplinGenErrs Ob RO Ob RO
snmplnTotalReqVars Ob RO Ob RO
snmplinTotalSetVars Ob RO Ob RO
snmpinGetRequests Ob RO Ob RO
snmplinGetNexts Ob RO Ob RO
snmplnSetRequests Ob RO Ob RO
snmplinGetResponses Ob RO Ob RO
snmplnTraps Ob RO Ob RO
snmpOutTooBigs Ob RO Ob RO
snmpOutNoSuchNames Ob RO Ob RO
snmpOutBadValues Ob RO Ob RO
snmpOutGenErrs Ob RO Ob RO
snmpOutGetRequests Ob RO Ob RO
snmpOutGetNexts Ob RO Ob RO
snmpOutSetRequests Ob RO Ob RO
snmpOutGetResponses Ob RO Ob RO
snmpOutTraps Ob RO Ob RO
snmpEnableAuthenTraps M RW M RW
snmpSilentDrops M RO M RO
snmpProxyDrops M RO M RO
snmpSet Group

Object CM Access | CMTS | Access
snmpSetSerialNo M RW M RW

Etherlike-MIB [RFC 2665]

dot3StatsTable

Objects CM Access | CMTS | Access
dot3StatsIndex M RO M RO
dot3StatsAlignmentErrors M RO M RO
dot3StatsFCSErrors M RO M RO
dot3StatsSingleCollisionFrames M RO M RO
dot3StatsMultipleCollisionFrames M RO M RO
dot3StatsSQETestErrors (0] RO (e} RO
dot3StatsDeferredTransmissions M RO M RO
dot3StatsLateCollisions M RO M RO
dot3StatsExcessiveCollisions M RO M RO
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dot3StatsInternalMacTransmitErrors M RO M RO
dot3StatsCarrierSenseErrors (0] RO (6] RO
dot3StatsFrameToolLongs M RO M RO
dot3StatsInternalMacReceiveErrors M RO M RO
dot3StatsEtherChipSet D RO D RO
dot3StatsSymbolErrors M RO M RO
dot3StatsDuplexStatus M RO M RO
dot3CollTable
Objects CM Access | CMTS | Access
dot3CollCount O NA (0] NA
dot3CollFrequencies (@] RO O RO
dot3ControlTable
Objects CM Access | CMTS | Access
dot3ControlFunctionsSupported (@] RO (0] RO
dot3ControlinUnknownOpcodes O RO O RO
dot3PauseTable
Objects CM Access | CMTS | Access
dot3PauseAdminMode (0] RW (0] RW
dot3PauseOperMode (0] RO o RO
dot3InPauseFrames (0] RO (0] RO
dot30utPauseFrames (0] RO o} RO
USB MIB
NOTE: This MIB is required for CMs that support USB only.
Object C™M Access | CMTS | Access
usbNumber M RO NA
usbPortTable
Object CM Access | CMTS | Access
usbPortindex M RO NA
usbPortType M RO NA
usbPortRate M RO NA
usbDeviceTable
Object C™M Access | CMTS | Access
usbDevicelndex M RO NA
usbDevicePower M RO NA
usbDeviceVendorID M RO NA
usbDeviceProduct|D M RO NA
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usbDeviceNumberConfigurations M RO NA
usbDeviceActiveClass M RO NA
usbDeviceStatus M RO NA
usbDeviceEnumCounter M RO NA
usbDeviceRemoteWakeup M RO NA
usbDeviceRemoteWakeupOn M RO NA
usbCDCTable
Object CM Access | CMTS | Access
ushCDClIndex M RO NA
usbCDClfIndex M RO NA
usbhCDCSubclass M RO NA
ushCDCVersion M RO NA
usbCDCDataTransferType M RO NA
usbhCDCDataEndpoints M RO NA
usbCDCStalls M RO NA
usbCDCEtherTable
Object CM Access | CMTS | Access
usbCDCEtherindex M RO NA
usbCDCEtherlfIndex M RO NA
usbhCDCEtherMacAddress M RO NA
usbCDCEtherPacketFilter M RO NA
usbCDCEtherDataStatisticsCapabilities M RO NA
usbCDCEtherDataCheckErrs M RO NA
DOCS-QOS-MIB (Annex J)
NOTE: 2.0 CMs in 1.0 mode MUST NOT support this MIB.
docsQosPktClassTable
2.0 2.0
CMin CMin
1.1 2.0
Object mode | Access | mode | Access | CMTS | Access
docsQosPktClassld M N-Acc M N-Acc M N-Acc
docsQosPktClassDirection M RO M RO M RO
docsQosPktClassPriority M RO M RO M RO
docsQosPktClasslpTosLow M RO M RO M RO
docsQosPktClasslpTosHigh M RO M RO M RO
docsQosPktClasslpTosMask M RO M RO M RO
docsQosPktClasslpProtocol M RO M RO M RO
docsQosPktClasslpSourceAddr M RO M RO M RO
docsQosPktClasslpSourceMask M RO M RO M RO
docsQosPktClassIpDestAddr M RO M RO M RO
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docsQosPktClasslpDestMask M RO M RO M RO
docsQosPktClassSourcePortStart M RO M RO M RO
docsQosPktClassSourcePortEnd M RO M RO M RO
docsQosPktClassDestPortStart M RO M RO M RO
docsQosPktClassDestPortEnd M RO M RO M RO
docsQosPktClassDestMacAddr M RO M RO M RO
docsQosPktClassDestMacMask M RO M RO M RO
docsQosPktClassSourceMacAddr M RO M RO M RO
docsQosPktClassEnetProtocol Type M RO M RO M RO
docsQosPktClassEnetProtocol M RO M RO M RO
docsQosPktClassUserPriLow M RO M RO M RO
docsQosPktClassUserPriHigh M RO M RO M RO
docsQosPktClassVlanid M RO M RO M RO
docsQosPktClassState M RO M RO M RO
docsQosPktClassPkts M RO M RO M RO
docsQosPktClasBitMap M RO M RO M RO
docsQosParamSetTable
2.0 2.0
CMin CMin
1.1 2.0

Object mode | Access | mode | Access | CMTS | Access
docsQosParamSetServiceClassName M RO M RO M RO
docsQosParamSetPriority M RO M RO M RO
docsQosParamSetMaxTrafficRate M RO M RO M RO
docsQosParamSetMaxTrafficBurst M RO M RO M RO
docsQosParamSetMinReservedRate M RO M RO M RO
docsQosParamSetMinReservedPkt M RO M RO M RO
docsQosParamSetActiveTimeout M RO M RO M RO
docsQosParamSetAdmittedTimeout M RO M RO M RO
docsQosParamSetMaxConcatBurst M RO M RO M RO
docsQosParamSetSchedulingType M RO M RO M RO
docsQosParamSetNomPollinterval M RO M RO M RO
docsQosParamSetTolPollJitter M RO M RO M RO
docsQosParamSetUnsolicitGrantSize M RO M RO M RO
docsQosParamSetNomGrantinterval M RO M RO M RO
docsQosParamSetTolGrantJitter M RO M RO M RO
docsQosParamSetGrantsPerinterval M RO M RO M RO
docsQosParamSetTosAndMask M RO M RO M RO
docsQosParamSetTosOrMask M RO M RO M RO
docsQosParamSetMaxLatency M RO M RO M RO
docsQosParamSetType M NA M NA M NA
docsQosParamSetRequestPolicyOct M RO M RO M RO
docsQosParamSetBitMap M RO M RO M RO
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docsQosServiceFlowTable
2.0 2.0
CMin CMin
11 2.0
Object mode | Access | mode | Access | CMTS | Access
docsQosServiceFlowld M N-Acc M N-Acc M N-Acc
docsQosServiceFlowSID M RO M RO M RO
docsQosServiceFlowDirection M RO M RO M RO
docsQosServiceFlowPrimary M RO M RO M RO
docsQosServiceFlowStatsTable
2.0 2.0
CMin CMin
1.1 2.0
Object mode | Access | mode | Access | CMTS | Access
docsQosServiceFlowPkts M RO M RO M RO
docsQosServiceFlowOctets M RO M RO M RO
docsQosServiceFlowTimeCreated M RO M RO M RO
docsQosServiceFlowTimeActive M RO M RO M RO
docsQosServiceFlowPHSUnknowns M RO M RO M RO
docsQosServiceFlowPolicedDropPkts M RO M RO M RO
docsQosServiceFlowPolicedDelayPkts M RO M RO M RO
docsQosUpstreamStatsTable
2.0 2.0
CMin CMin
1.1 2.0
Object mode | Access | mode | Access | CMTS | Access
docsQosSID N- N- M N-Acc
Sup Sup
docsQosUpstreamFragments N- N- M RO
Sup Sup
docsQosUpstreamFragDiscards N- N- M RO
Sup Sup
docsQosUpstreamConcatBursts N- N- M RO
Sup Sup
docsQosDynamicServiceStatsTable
2.0 2.0
CMin CMin
11 2.0
Object mode | Access | mode | Access | CMTS | Access
docsQoslfDirection M N-Acc M N-Acc M N-Acc
docsQosDSAReqs M RO M RO M RO
docsQosDSARsps M RO M RO M RO
docsQosDSAAcks M RO M RO M RO
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docsQosDSCReqs M RO M RO M RO
docsQosDSCRsps M RO M RO M RO
docsQosDSCAcks M RO M RO M RO
docsQosDSDReqs M RO M RO M RO
docsQosDSDRsps M RO M RO M RO
docsQosDynamicAdds M RO M RO M RO
docsQosDynamicAddFails M RO M RO M RO
docsQosDynamicChanges M RO M RO M RO
docsQosDynamicChangeFails M RO M RO M RO
docsQosDynamicDeletes M RO M RO M RO
docsQosDynamicDeleteFails M RO M RO M RO
docsQosDCCReqs M RO M RO M RO
docsQosDCCRsps M RO M RO M RO
docsQosDCCAcks M RO M RO M RO
docsQosDCCs M RO M RO M RO
docsQosDCCFails M RO M RO M RO
DocsQosDCCRspDeparts M RO M RO M RO
DocsQosDCCRspArrives M RO M RO M RO
docsQosServiceFlowLogTable
2.0 2.0
CMin CMin
11 2.0
Object mode | Access | mode | Access | CMTS | Access
docsQosServiceFlowLogindex N- N- M N-Acc
Sup Sup
docsQosServiceFlowLoglfindex N- N- M RO
Sup Sup
docsQosServiceFlowLogSFID N- N- M RO
Sup Sup
docsQosServiceFlowLogCmMac N- N- M RO
Sup Sup
docsQosServiceFlowLogPkts N- N- M RO
Sup Sup
docsQosServiceFlowLogOctets N- N- M RO
Sup Sup
docsQosServiceFlowLogTimeDeleted N- N- M RO
Sup Sup
docsQosServiceFlowLogTimeCreated N- N- M RO
Sup Sup
docsQosServiceFlowLogTimeActive N- N- M RO
Sup Sup
docsQosServiceFlowLogDirection N- N- M RO
Sup Sup
docsQosServiceFlowLogPrimary N- N- M RO
Sup Sup
docsQosServiceFlowLogServiceClassName N- N- M RO
Sup Sup
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docsQosServiceFlowLogPolicedDropPkts N- N- M RO
Sup Sup

docsQosServiceFlowLogPolicedDelayPkts N- N- M RO
Sup Sup

docsQosServiceFlowLogControl N- N- M RW
Sup Sup

docsQosServiceClassTable

2.0 2.0
CMin CMin
1.1 2.0
Object mode | Access | mode | Access | CMTS | Access
docsQosServiceClassName N- N- M N-Acc
Sup Sup
docsQosServiceClassStatus N- N- M RC
Sup Sup
docsQosServiceClassPriority N- N- M RC
Sup Sup
docsQosServiceClassMaxTrafficRate N- N- M RC
Sup Sup
docsQosServiceClassMaxTrafficBurst N- N- M RC
Sup Sup
docsQosServiceClassMinReservedRate N- N- M RC
Sup Sup
docsQosServiceClassMinReservedPkt N- N- M RC
Sup Sup
docsQosServiceClassMaxConcatBurst N- N- M RC
Sup Sup
docsQosServiceClassNomPollinterval N- N- M RC
Sup Sup
docsQosServiceClassTolPollJitter N- N- M RC
Sup Sup
docsQosServiceClassUnsolicitGrantSize N- N- M RC
Sup Sup
docsQosServiceClassNomGrantinterval N- N- M RC
Sup Sup
docsQosServiceClassTolGrantJitter N- N- M RC
Sup Sup
docsQosServiceClassGrantsPerinterval N- N- M RC
Sup Sup
docsQosServiceClassMaxLatency N- N- M RC
Sup Sup
docsQosServiceClassActiveTimeout N- N- M RC
Sup Sup
docsQosServiceClassAdmittedTimeout N- N- M RC
Sup Sup
docsQosServiceClassSchedulingTime N- N- M RC
Sup Sup
docsQosServiceClassRequestPolicy N- N- M RC
Sup Sup
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docsQosServiceClassTosAndMask N- N- M RC
Sup Sup

docsQosServiceClassTosOrMask N- N- M RC
Sup Sup

docsQosServiceClassDirection N- N- M RC
Sup Sup

docsQosServiceClassPolicyTable

2.0 2.0
CMin CMin
11 2.0
Object mode | Access | mode | Access | CMTS | Access
docsQosServiceClassPolicylndex (0] N-Acc O N-Acc (@) N-Acc
docsQosServiceClassPolicyName O RC (0] RC O RC
docsQosServiceClassPolicyRulePriority O RC (0] RC O RC
docsQosServiceClassPolicyStatus O RC (0] RC (@) RC
docsQosPHSTable
2.0 2.0
CMin CMin
11 2.0
Object mode | Access | mode | Access | CMTS | Access
docsQosPHSField M RO M RO O RO
docsQosPHSMask M RO M RO O RO
docsQosPHSSize M RO M RO O RO
docsQosPHSVerify M RO M RO O RO
docsQosPHSIndex M RO M RO (@] RO
docsQosCmtsMacToSrvFlowTable
2.0 2.0
CMin CMin
1.1 2.0
Object mode | Access | mode | Access | CMTS | Access
docsQosCmtsCmMac N- N- M N-Acc
Sup Sup
docsQosCmtsServiceFlowld N- N- M N-Acc
Sup Sup
docsQosCmtslflIndex N- N- M RO
Sup Sup
DOCS-SUBMGT-MIB (draft-ietf-ipcdn-subscriber-mib-02.txt) Subscriber Management MIB
docsSubMgtCpeControlTable
Object CM Access | CMTS | Access
docsSubMgtCpeControlMaxCpelp NA NA M RW
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docsSubMgtCpeControlActive NA NA M RW
docsSubMgtCpeControlLearnable NA NA M RW
docsSubMgtCpeControlReset NA NA M RW
docsSubMgtCpeMaxIpDefault NA NA M RW
docsSubMgtCpeActiveDefault NA NA M RW
docsSubMgtCpelpTable

Object CM Access | CMTS | Access
docsSubMgtCpelpindex NA NA M N-Acc
docsSubMgtCpelpAddr NA NA M RO
docsSubMgtCpelpLearned NA NA M RO
docsSubMgtPktFilterTable

Object C™M Access | CMTS | Access
docsSubMgtPktFilterGroup NA NA M N-Acc
docsSubMgtPktFilterindex NA NA M N-Acc
docsSubMgtPktFilterSrcAddr NA NA M RC
docsSubMgtPktFilterSrcMask NA NA M RC
docsSubMgtPktFilterDstAddr NA NA M RC
docsSubMgtPktFilterDstMask NA NA M RC
docsSubMgtPktFilterUlp NA NA M RC
docsSubMgtPktFilterTosValue NA NA M RC
docsSubMgtPktFilterTosMask NA NA M RC
docsSubMgtPktFilterAction NA NA M RC
docsSubMgtPktFilterMatches NA NA M RO
docsSubMgtPktFilterStatus NA NA M RC
docsSubMgtTcpUdpFilterTable

Object CM Access | CMTS | Access
docsSubMgtTcpUdpSrcPort NA NA M RC
docsSubMgtTcpUdpDstPort NA NA M RC
docsSubMgtTcpFlagValues NA NA M RC
docsSubMgtTcpFlagMask NA NA M RC
docsSubMgtTcpUdpStatus NA NA M RC
docsSubMgtCmFilterTable

Object CM Access | CMTS | Access
docsSubMgtSubFilterDownstream NA NA M RW
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docsSubMgtSubFilterUpstream NA NA M NW
docsSubMgtCmFilterDownstream NA NA M RW
docsSubMgtCmFilterUpstream NA NA M RW
Objects CM Access | CMTS | Access
docsSubMgtSubFilterDownDefault NA NA M RW
docsSubMgtSubFilterUpDefault NA NA M RW
docsSubMgtCmFilterDownDefault NA NA M RW
docsSubMgtCmFilterUpDefault NA NA M RW

IGMP-STD-MIB [RFC 2933]

This MIB is optional for Bridging CMTSes.
NOTE: 2.0 CMs in 1.0 mode are not required to implement [RFC 2933].

lgmplinterfaceTable

2.0 2.0 2.0
CMin CMin CMin

1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
Igmplnterfacelfindex O N-Acc M N-Acc M N-Acc M N-Acc
igmplinterfaceQuerylinterval (@) RC M RC M RC M RC
igmplinterfaceStatus (@] RC M RC M RC M RC
igmplnterfaceVersion (@] RC M RC M RC M RC
igmplinterfaceQuerier (@) RO M RO M RO M RO
igmplInterfaceQueryMaxResponseTime | O RO M RO M RO M RO
igmplInterfaceVersion1QuerierTimer (0] RO M RO M RO M RO
igmplInterfaceWrongVersionQueries O RO M RO M RO M RO
igmplInterfaceJoins (@] RO M RO M RO M RO
lgmplnterfaceGroups (0] RO M RO M RO M RO
igmplInterfaceRobustness (@) RC M RC M RC M RC
igmplInterfaceLastMembQueryIntvl (0] RC M RC M RC M RC
igmplInterfaceProxylflndex (0] RC M RC M RC M RC
igmplInterfaceQuerierUpTime (@) RO M RO M RO M RO
igmplInterfaceQuerierExpiryTime (@] RO M RO M RO M RO
igmpCacheTable

2.0 2.0 2.0

CMin CMin CMin

1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
igmpCacheAddress O N-Acc M N-Acc M N-Acc M N-Acc
igmpCachelfindex O N-Acc M N-Acc M N-Acc M N-Acc
lgmpCacheSelf (@] RC M RC M RC M RC
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igmpCacheLastReporter (@] RO M RO M RO M RO
igmpCacheUpTime O RO M RO M RO M RO
igmpCacheExpiryTime (@] RO M RO M RO M RO
igmpCacheStatus o RC M RC M RC M RC
igmpCacheVersion1HostTimer (@) RO M RO M RO M RO
Account Management MIB (MIB defining work is still in progress.)
docsCpeSegmentTable
Object CM Access | CMTS | Access
docsCpeSegmentID NA NA O RO
docsCpeSegmentlp NA NA O RC
docsCpeTrafficData Table
Objects CM Access | CMTS | Access
docsCpelpAddress NA NA O RO
docsCpeTrafficDataUpStreamPackets NA NA O RC
docsCpeTrafficDataDownStreamPackets NA NA O RC
docsCpeTrafficDataUpStreamOctets NA NA (0] RC
docsCpeTrafficDataDownStreamOctets NA NA O RC
docsCpeTrafficDataUpStreamDropPackets NA NA (0] RC
docsCpeTrafficDataDownStreamDropPackets NA NA O RC
docsCmCpeTable CM Access | CMTS | Access
docsCmMacAddress NA NA (0] RC
docsCmlpAddress NA NA O RC
docsCpeMACAddress NA NA O RC
docsCpelpAddress NA NA O RC
DOCS-BPI-MIB [RFC 3083]
docsBpiCmBaseTable
2.0 2.0 2.0
CM CMin CMin
in1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpiCmPrivacyEnable M RO N- N- NA
Sup Sup
docsBpiCmPublicKey M RO N- N- NA
Sup Sup
docsBpiCmAuthState M RO N- N- NA
Sup Sup
docsBpiCmAuthKeySequenceNumber M RO N- N- NA
Sup Sup
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docsBpiCmAuthExpires M RO N- N- NA
Sup Sup
docsBpiCmAuthReset M RW N- N- NA
Sup Sup
docsBpiCmAuthGraceTime M RO N- N- NA
Sup Sup
docsBpiCmTEKGraceTime M RO N- N- NA
Sup Sup
docsBpiCmAuthWaitTimeout M RO N- N- NA
Sup Sup
docsBpiCmReauthWaitTimeout M RO N- N- NA
Sup Sup
docsBpiCmOpWaitTimeout M RO N- N- NA
Sup Sup
docsBpiCmRekeyWaitTimeout M RO N- N- NA
Sup Sup
docsBpiCmAuthRejectWaitTimeout M RO N- N- NA
Sup Sup
docsBpiCmAuthRequests M RO N- N- NA
Sup Sup
docsBpiCmAuthReplies M RO N- N- NA
Sup Sup
docsBpiCmAuthRejects M RO N- N- NA
Sup Sup
docsBpiCmAuthinvalids M RO N- N- NA
Sup Sup
docsBpiCmAuthRejectErrorCode M RO N- N- NA
Sup Sup
docsBpiCmAuthRejectErrorString M RO N- N- NA
Sup Sup
docsBpiCmAuthinvalidErrorCode M RO N- N- NA
Sup Sup
docsBpiCmAuthinvalidErrorString M RO N- N- NA
Sup Sup
docsBpiCmTEKTable
2.0 2.0 2.0
CMin CMin CMin
1.0 11 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpiCmTEKPrivacyEnable M RO N- N- NA
Sup Sup
docsBpiCmTEKState M RO N- N- NA
Sup Sup
docsBpiCmTEKEXxpiresOld M RO N- N- NA
Sup Sup
docsBpiCmTEKEXxpiresNew M RO N- N- NA
Sup Sup
docsBpiCmTEKKeyRequests M RO N- N- NA
Sup Sup
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docsBpiCmTEKKeyReplies M RO N- N- NA
Sup Sup
docsBpiCmTEKKeyRejects M RO N- N- NA
Sup Sup
docsBpiCmTEKInvalids M RO N- N- NA
Sup Sup
docsBpiCmTEKAuthPends M RO N- N- NA
Sup Sup
docsBpiCmTEKKeyRejectErrorCode M RO N- N- NA
Sup Sup
docsBpiCmTEKKeyRejectErrorString M RO N- N- NA
Sup Sup
docsBpiCmTEKInvalidErrorCode M RO N- N- NA
Sup Sup
docsBpiCmTEKInvalidErrorString M RO N- N- NA
Sup Sup
docsBpiCmtsBaseTable
2.0 2.0 2.0
CMin CMin CMin
1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpiCmtsDefaultAuthLifetime NA NA NA N-Sup
docsBpiCmtsDefaultTEKLifetime NA NA NA N-Sup
docsBpiCmtsDefaultAuthGraceTime NA NA NA N-Sup
docsBpiCmtsDefault TEKGraceTime NA NA NA N-Sup
docsBpiCmtsAuthRequests NA NA NA N-Sup
docsBpiCmtsAuthReplies NA NA NA N-Sup
docsBpiCmtsAuthRejects NA NA NA N-Sup
docsBpiCmtsAuthinvalids NA NA NA N-Sup
docsBpiCmtsAuthTable
2.0 2.0 2.0
CMin CMin CMin
1.0 11 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpiCmtsAuthCmMacAddress NA NA NA N-Sup
docsBpiCmtsAuthCmPublicKey NA NA NA N-Sup
docsBpiCmtsAuthCmKeySequence- NA NA NA N-Sup
Number
docsBpiCmtsAuthCmExpires NA NA NA N-Sup
docsBpiCmtsAuthCmLifetime NA NA NA N-Sup
docsBpiCmtsAuthCmGraceTime NA NA NA N-Sup
docsBpiCmtsAuthCmReset NA NA NA N-Sup
docsBpiCmtsAuthCmRequests NA NA NA N-Sup
docsBpiCmtsAuthCmReplies NA NA NA N-Sup
docsBpiCmtsAuthCmRejects NA NA NA N-Sup
docsBpiCmtsAuthCminvalids NA NA NA N-Sup
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docsBpiCmtsAuthRejectErrorCode NA NA NA N-Sup
docsBpiCmtsAuthRejectErrorString NA NA NA N-Sup
docsBpiCmtsAuthinvalidErrorCode NA NA NA N-Sup
docsBpiCmtsAuthinvalidErrorString NA NA NA N-Sup
docsBpiCmtsTEKTable

2.0 2.0 2.0

CMin CMin CMin

1.0 11 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpiCmtsTEKLifetime NA NA NA N-Sup
docsBpiCmtsTEKGraceTime NA NA NA N-Sup
docsBpiCmtsTEKExpiresOld NA NA NA N-Sup
docsBpiCmtsTEKExpiresNew NA NA NA N-Sup
docsBpiCmtsTEKReset NA NA NA N-Sup
docsBpiCmtsKeyRequests NA NA NA N-Sup
docsBpiCmtsKeyReplies NA NA NA N-Sup
docsBpiCmtsKeyRejects NA NA NA N-Sup
docsBpiCmtsTEKInvalids NA NA NA N-Sup
docsBpiCmtsKeyRejectErrorCode NA NA NA N-Sup
docsBpiCmtsKeyRejectErrorString NA NA NA N-Sup
docsBpiCmtsTEKInvalidErrorCode NA NA NA N-Sup
docsBpiCmtsTEKInvalidErrorString NA NA NA N-Sup
docsBpilpMulticastMapTable

2.0 2.0 2.0

CMin CMin CMin

1.0 11 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpilpMulticastAddress NA NA NA N-Sup
docsBpilpMulticastprefixLength NA NA NA N-Sup
docsBpilpMulticastServiceld NA NA NA N-Sup
docsBpilpMulticastMapControl NA NA NA N-Sup
docsBpiMulticastAuthTable

2.0 2.0 2.0

CMin CMin CMin

1.0 11 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpiMulticastServiceld NA NA NA N-Sup
docsBpiMulticastCmMacAddress NA NA NA N-Sup
docsBpiMulticastAuthControl NA NA NA N-Sup

BPI+ MIB (draft-ietf-ipcdn-bpiplus-mib-05.txt)

docsBpi2CmBaseTable
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2.0 2.0 2.0
CMin CMin CMin

1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpi2CmPrivacyEnable (@] RO M RO M RO NA
docsBpi2CmPublicKey (@] RO M RO M RO NA
docsBpi2CmAuthState (6] RO M RO M RO NA
docsBpi2CmAuthKeySequenceNumber | O RO M RO M RO NA
docsBpi2CmAuthExpiresOld (@) RO M RO M RO NA
docsBpi2CmAuUthExpiresNew (@] RO M RO M RO NA
docsBpi2CmAuthReset (0] RW M RW M RW NA
docsBpi2CmAuthGraceTime (0] RO M RO M RO NA
docsBpi2CmTEKGraceTime (@] RO M RO M RO NA
docsBpi2CmAuthWaitTimeout (0] RO M RO M RO NA
docsBpi2CmReauthWaitTimeout (0] RO M RO M RO NA
docsBpi2CmOpWaitTimeout (@] RO M RO M RO NA
docsBpi2CmRekeyWaitTimeout (@] RO M RO M RO NA
docsBpi2CmAuthRejectWaitTimeout (0] RO M RO M RO NA
docsBpi2CmSAMapWaitTimeout (0] RO M RO M RO NA
docsBpi2CmSAMapMaxRetries (0] RO M RO M RO NA
docsBpi2CmAuthentinfos (@] RO M RO M RO NA
docsBpi2CmAuthRequests (0] RO M RO M RO NA
docsBpi2CmAuthReplies (@] RO M RO M RO NA
docsBpi2CmAuthRejects (0] RO M RO M RO NA
docsBpi2CmAuthinvalids (@] RO M RO M RO NA
docsBpi2CmAuthRejectErrorCode (0] RO M RO M RO NA
docsBpi2CmAuthRejectErrorString (@] RO M RO M RO NA
docsBpi2CmAuthinvalidErrorCode (0] RO M RO M RO NA
docsBpi2CmAuthinvalidErrorString (0] RO M RO M RO NA
docsBpi2CmTEKTable

2.0 2.0 2.0

CMin CMin CMin

1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpi2CmTEKSAId O N-Acc M N-Acc M N-Acc NA
docsBpi2CmTEKSAType (0] RO M RO M RO NA
docsBpi2CmTEKDataEncryptAlg (0] RO M RO M RO NA
docsBpi2CmTEKDataAuthentAlg O RO M RO M RO NA
docsBpi2CmTEKState (0] RO M RO M RO NA
docsBpi2CmTEKKeySequenceNumber | O RO M RO M RO NA
docsBpi2CmTEKExpiresOld (0] RO M RO M RO NA
docsBpi2CmTEKEXxpiresNew (0] RO M RO M RO NA
docsBpi2CmTEKKeyRequests (0] RO M RO M RO NA
docsBpi2CmTEKKeyReplies (@] RO M RO M RO NA
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docsBpi2CmTEKKeyRejects (0] RO M RO M RO NA
docsBpi2CmTEKInvalids (@] RO M RO M RO NA
docsBpi2CmTEKAuthPends (0] RO M RO M RO NA
docsBpi2CmTEKKeyRejectErrorCode (0] RO M RO M RO NA
docsBpi2CmTEKKeyRejectErrorString (0] RO M RO M RO NA
docsBpi2CmTEKInvalidErrorCode (0] RO M RO M RO NA
docsBpi2CmTEKInvalidErrorString (@) RO M RO M RO NA
docsBpi2CmlIpMulticastMapTable

2.0 2.0 2.0

CMin CMin CMin

1.0 11 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpi2CmlipMulticastindex (0] N-Acc M N-Acc M N-Acc NA
docsBpi2CmlpMulticastAddressType (@] RO M RO M RO NA
docsBpi2CmlipMulticastAddress O RO M RO M RO NA
docsBpi2CmlpMulticastSAld (0] RO M RO M RO NA
docsBpi2CmlpMulticastSAMapState (0] RO M RO M RO NA
docsBpi2CmlpMulticastSAMapRequest | O RO M RO M RO NA
s
docsBpi2CmlipMulticastSAMapReplies (0] RO M RO M RO NA
docsBpi2CmlpMulticastSAMapRejects (0] RO M RO M RO NA
docsBpi2CmlipMulticastSAMapRejectE o RO M RO M RO NA
rrorCode
docsBpi2CmlpMulticastSAMapRejectE (@] RO M RO M RO NA
rrorString
docsBpi2CmDeviceCertTable

2.0 2.0 2.0

CMin CMin CMin

1.0 11 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpi2CmDeviceCmCert M RW/RO | M RW/RO | M RW/RO | NA
docsBpi2CmDeviceManufCert M RO M RO M RO NA
docsBpi2CmCryptoSuiteTable

2.0 2.0 2.0

CMin CMin CMin

1.0 11 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpi2CmCryptoSuiteIndex M N-Acc M N-Acc M N-Acc NA
docsBpi2CmCryptoSuiteDataEncrypt M RO M RO M RO NA
Alg
docsBpi2CmCryptoSuiteDataAuthent M RO M RO M RO NA
Alg

docsBpi2CmtsBaseEntryTable
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2.0 2.0 2.0
CMin CMin CMin

1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpi2CmtsDefaultAuthLifetime NA NA NA M RW
docsBpi2CmtsDefaultTEKLifetime NA NA NA M RW
docsBpi2CmtsDefaultSelfSignedManuf NA NA NA M RW
CertTrust
docsBpi2CmtsCheckCertValidity NA NA NA M RW
Periods
docsBpi2CmtsAuthentinfos NA NA NA M RO
docsBpi2CmtsAuthRequests NA NA NA M RO
docsBpi2CmtsAuthReplies NA NA NA M RO
docsBpi2CmtsAuthRejects NA NA NA M RO
docsBpi2CmtsAuthinvalids NA NA NA M RO
docsBpi2CmtsSAMapRequests NA NA NA M RO
docsBpi2CmtsSAMapReplies NA NA NA M RO
docsBpi2CmtsSAMapRejects NA NA NA M RO
docsBpi2CmtsAuthEntryTable

2.0 2.0 2.0

CMin CMin CMin

1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpi2CmtsAuthCmMacAddress NA NA NA M N-Acc
docsBpi2CmtsAuthCmBpiVersion NA NA NA M RO
docsBpi2CmtsAuthCmPublicKey NA NA NA M RO
docsBpi2CmtsAuthCmKeySequence NA NA NA M RO
Number
docsBpi2CmtsAuthCmExpiresOld NA NA NA M RO
docsBpi2CmtsAuthCmExpiresNew NA NA NA M RO
docsBpi2CmtsAuthCmLifetime NA NA NA M RW
docsBpi2CmtsAuthCmGraceTime NA NA NA Ob RO
docsBpi2CmtsAuthCmReset NA NA NA M RW
docsBpi2CmtsAuthCminfos NA NA NA M RO
docsBpi2CmtsAuthCmRequests NA NA NA M RO
docsBpi2CmtsAuthCmReplies NA NA NA M RO
docsBpi2CmtsAuthCmRejects NA NA NA M RO
docsBpi2CmtsAuthCminvalids NA NA NA M RO
docsBpi2CmtsAuthRejectErrorCode NA NA NA M RO
docsBpi2CmtsAuthRejectErrorString NA NA NA M RO
docsBpi2CmtsAuthinvalidErrorCode NA NA NA M RO
docsBpi2CmtsAuthinvalidErrorString NA NA NA M RO
docsBpi2CmtsAuthPrimarySAld NA NA NA M RO
docsBpi2CmtsAuthBpkmCmCertValid NA NA NA M RO
docsBpi2CmtsAuthBpkmCmCert NA NA NA M RO
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docsBpi2CmtsTEKTable

2.0 2.0 2.0
CMin CMin CMin

1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpi2CmtsTEKSAId NA NA NA M N-Acc
docsBpi2CmtsTEKSAType NA NA NA M RO
docsBpi2CmtsTEKDataEncryptAlg NA NA NA M RO
docsBpi2CmtsTEKDataAuthentAlg NA NA NA M RO
docsBpi2CmtsTEKLifetime NA NA NA M RW
docsBpi2CmtsTEKGraceTime NA NA NA Ob RO
docsBpi2CmtsTEKKeySequenceNumb NA NA NA M RO
er
docsBpi2CmtsTEKExpiresOld NA NA NA M RO
docsBpi2CmtsTEKExpiresNew NA NA NA M RO
docsBpi2CmtsTEKReset NA NA NA M RW
docsBpi2CmtsKeyRequests NA NA NA M RO
docsBpi2CmtsKeyReplies NA NA NA M RO
docsBpi2CmtsKeyRejects NA NA NA M RO
docsBpi2CmtsTEKInvalids NA NA NA M RO
docsBpi2CmtsKeyRejectErrorCode NA NA NA M RO
docsBpi2CmtsKeyRejectErrorString NA NA NA M RO
docsBpi2CmtsTEKInvalidErrorCode NA NA NA M RO
docsBpi2CmtsTEKInvalidErrorString NA NA NA M RO
docsBpi2CmtsipMulticastMapTable

2.0 2.0 2.0

CMin CMin CMin

1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpi2CmtslpMulticastindex NA NA NA M N-Acc
docsBpi2CmtslpMulticastAddressType NA NA NA M RC/RO
docsBpi2CmtslpMulticastAddress NA NA NA M RC/RO
docsBpi2CmtslpMulticastMaskType NA NA NA M RC/RO
docsBpi2CmtslpMulticastMask NA NA NA M RC/RO
docsBpi2CmtslpMulticastSAld NA NA NA M RC/RO
docsBpi2CmtslpMulticastSAType NA NA NA M RC/RO
docsBpi2CmtslpMulticastDataEncryptA | NA NA NA M RC/RO
lg
docsBpi2CmtsipMulticastDataAuthentA | NA NA NA M RC/RO
lg
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docsBpi2CmtslpMulticastSAMapReque | NA NA NA M RO
sts
docsBpi2CmtslpMulticastSAMapReplie NA NA NA M RO
s
docsBpi2CmtslpMulticastSAMapReject NA NA NA M RO
s
docsBpi2CmtslpMulticastSAMapReject NA NA NA M RO
ErrorCode
docsBpi2CmtslpMulticastSAMapReject NA NA NA M RO
ErrorString
docsBpi2CmtslpMulticastMapControl NA NA NA M RC/RO
docsBpi2CmtsMulticastAuthTable
2.0 2.0 2.0
CMin CMin CMin
1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpi2CmtsMulticastAuthSAld NA NA NA M N-Acc
docsBpi2CmtsMulticastAuthCmMacAd NA NA NA M N-Acc
dress
docsBpi2CmtsMulticastAuthControl NA NA NA M RC/RO
docsBpi2CmtsProvisionedCmcCertTable
2.0 2.0 2.0
CMin CMin CMin
1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpi2CmtsProvisionedCmCertMac NA NA NA M N-Acc
Address
docsBpi2CmtsProvisionedCmCertTrust NA NA NA M RC
docsBpi2CmtsProvisionedCmCert NA NA NA M RO
Source
docsBpi2CmtsProvisionedCmCert NA NA NA M RC
Status
docsBpi2CmtsProvisionedCmCert NA NA NA M RC
docsBpi2CmtsCACertTable
2.0 2.0 2.0
CMin CMin CMin
1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpi2CmtsCACertindex NA NA NA M N-Acc
docsBpi2CmtsCACertSubject NA NA NA M RO
docsBpi2CmtsCACertlssuer NA NA NA M RO
docsBpi2CmtsCACertSerialNumber NA NA NA M RO
docsBpi2CmtsCACertTrust NA NA NA M RC
docsBpi2CmtsCACertSource NA NA NA M RO
docsBpi2CmtsCACertStatus NA NA NA M RC
docsBpi2CmtsCACert NA NA NA M RC
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docsBpi2CmtsCACertThumprint | NA | | NA | | NA | | M | RO

docsBpi2CodeDownloadGroup

2.0 2.0 2.0
CMin CMin CMin
1.0 1.1 2.0
Object mode | Access | mode | Access | mode | Access | CMTS | Access
docsBpi2CodeDownloadStatusCode M RO M M RO O RO
docsBpi2CodeDownloadStatusString M RO M M RO O RO
docsBpi2CodeMfgOrgName M RO M M RO O RO
docsBpi2CodeMfgCodeAccessStart M RO M M RO O RO
docsBpi2CodeMfgCvcAccessStart M RO M M RO O RO
docsBpi2CodeCoSignerOrgName M RO M M RO (0] RO
docsBpi2CodeCoSignerCodeAccessSt M RO M M RO (0] RO
art
docsBpi2CodeCoSignerCvcAccessStar | M RO M M RO (0] RO
t
docsBpi2CodeCvcUpdate M RW M M RW (@) RW
DOCS-LOADBALANCING-MIB
Object C™M Access | CMTS | Access
DocsLoadBalEnable NA NA M RW
docsLoadBalChgOverGroup
docsLoadBalChgOverMacAddress NA NA M RW
docsLoadBalChgOverDownFrequency NA NA M RW
docsLoadBalChgOverUpChannelld NA NA M RW
docsLoadBalChgOverlnitTech NA NA M RW
DocsLoadBalChgOverCmd NA NA M RW
docsLoadBalChgOverCommit NA NA M RW
docsLoadBalChgOverLastCommit NA NA M RW
docsLoadBalChgOverStatusTable
docsLoadBalChgOverStatusMacAddr NA NA M RO
docsLoadBalChgOverStatusDownFreq NA NA M RO
docsLoadBalChgOverStatusUpChnid NA NA M RO
docsLoadBalChgOverStatuslinitTech NA NA M RO
docsLoadBalChgOverStatusCmd NA NA M RO
docsLoadBalChgOverStatusValue NA NA M RO
docsLoadBalChgOverStatusUpdate NA NA M RO
DocsLoadBalGrpTable
docsLoadBalGrpld NA NA M N-Acc
docsLoadBalGrplsRestricted NA NA M RC

129



SP-0OSSIv2.0-105-040407 Data-Over-Cable Service Interface Specifications

docsLoadBalGrplnitTech NA NA M RC
docsLoadBalGrpDefaultPolicy NA NA M RC
docsLoadBalGrpEnable NA NA M RC
docsLoadBalGrpSuccess NA NA M RC
docsLoadBalGrpDCCFails NA NA M RC
docsLoadBalGrpStatus NA NA M RC
DocsLoadBalChannelTable
docsLoadBalChannellfindex NA NA M RC
docsLoadBalChannelStatus NA NA M RC
DocsLoadBalChnPairsTable
docsLoadBalChnPairslfindexDepart NA NA M N-Acc
docsLoadBalChnPairslfindexArrive NA NA M N-Acc
docsLoadBalChnPairsOperStatus NA NA M RO
docsLoadBalChnPairsInitTech NA NA M RC
docsLoadBalChnPairsRowStatus NA NA M RC
docsLoadBalRestrictCmTable
docsLoadBalRestrictCmindex NA NA M N-Acc
docsLoadBalRestrictCmMACAddr NA NA M RC
docsLoadBalRestrictCmMacAddrMask NA NA M RC
docsLoadBalRestrictCmStatus NA NA M RC
docsLoadBalPolicyTable
docsLoadBalPolicyld NA NA M N-Acc
docsLoadBalPolicyRuleld NA NA M RC
docsLoadBalPolicyRulePtr NA NA M RC
docsLoadBalPolicyRowStatus NA NA M RC
docsLoadBalBasicRuleTable
docsLoadBalBasicRuleld NA NA M N-Acc
docsLoadBalBasicRuleEnable NA NA M RC
docsLoadBalBasicRuleDisStart NA NA M RC
docsLoadBalBasicRuleDisEnd NA NA M RC
docsLoadBalBasicRuleRowStatus NA NA M RC
SNMP-USM-DH-OBJECTS-MIB [RFC 2786]
NOTE: SNMP-USM-DH-OBJECTS-MIB is only accessible when the device is in SNMP Coexistence Mode.
Object CM Access | CMTS | Access
usmDHParameters M RW (o] RwW

usmDHUserKeyTable
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Object CM Access | CMTS | Access
usmDHUserAuthKeyChange M RC O RC
smDHUserOwnAuthKeyChange M RC O RC
usmDHUserPrivKeyChange M RC O RC
usmDHUserOwnPrivKeyChange M RC O RC
usmDHKickstartTable
Object CM Access | CMTS | Access
usmDHKickstartindex M N-Acc (0] N-Acc
usmDHKickstartMyPublic M RO O RO
usmDHKickstartMgrPublic M RO (@) RO
usmDHKickstartSecurityName M RO O RO
SNMP-VIEW-BASED-ACM-MIB [RFC 3415]
(Note: SNMP-VIEW-BASED-ACM-MIB is ONLY accessible when the device is in SNMP Coexistence mode. )
vacmContextTable
Object CM Access | CMTS | Access
vacmContextName M RO M RO
vacmSecurityToGroupTable
Object CM Access | CMTS | Access
vacmSecurityModel M N-Acc M N-Acc
vacmSecurityName M N-Acc M N-Acc
vacmGroupName M RC M RC
vacmSecurityToGroupStorageType M RC M RC
vacmSecurityToGroupStatus M RC M RC
vacmAccessTable
Object CM Access | CMTS | Access
vacmAccessContextPrefix M N-Acc M N-Acc
vacmAccessSecurityModel M N-Acc M N-Acc
vacmAccessSecurityLevel M N-Acc M N-Acc
vacmAccessContextMatch M RC M RC
vacmAccessReadViewName M RC M RC
vacmAccessWriteViewName M RC M RC
vacmAccessNotifyViewName M RC M RC
vacmAccessStorageType M RC M RC
vacmAccessStatus M RC M RC
vacmViewSpinLock M RW M RW
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vacmViewTreeFamilyTable

Object CM Access | CMTS | Access
vacmViewTreeFamilyViewName M N-Acc M N-Acc
vacmViewTreeFamilySubtree M N-Acc M N-Acc
vacmViewTreeFamilyMask M RC M RC
vacmViewTreeFamilyType M RC M RC
vacmViewTreeFamilyStorageType M RC M RC
vacmViewTreeFamilyStatus M RC M RC

SNMP-COMMUNITY-MIB [RFC 2576]

Note: The SNMP-COMMUNITY-MIB is ONLY accessible when the device is in SNMP Coexistence mode.

snmpCommunityTable

Object CM Access | CMTS | Access
snmpCommunitylndex M N-Acc M N-Acc
snmpCommunityName M RC M RC
snmpCommunitySecurityName M RC M RC
snmpCommunityContextEnginelD M RC M RC
snmpCommunityContextName M RC M RC
snmpCommunity TransportTag M RC M RC
snmpCommunityStorageType M RC M RC
snmpCommunityStatus M RC M RC

SnmpTargetExtTable

Object CM Access | CMTS | Access

snmpTargetAddrTMask M RC M RC

snmpTargetAddrMMS M RC M RC

snmpTrapAddress O ACC- O ACC-
FN FN

snmpTrapCommunity (@] ACC- O ACC-
FN FN

SNMP Management Framework architecture [RFC 3411]

Note: SNMP Management Framework architecture MIB is ONLY accessible when the device is in SNMP Coexistence

mode.

snmpEngine Group

Object CM Access | CMTS | Access
snmpEnginelD M RO M RO
snmpEngineBoots M RO M RO
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snmpEngineTime M

RO

RO

snmpEngineMaxMessageSize M

RO

RO

SNMP Message Processing and Dispatching MIB [RFC 3412]

Note: The SNMP Message Processing and Dispatching MIB is ONLY accessible when the device is in SNMP Coexistence

mode.
snmpMPDStats
Object CM Access | CMTS | Access
snmpUnknownSecurityModels M RO M RO
snmplnvalidMsgs M RO M RO
snmpUnknownPDUHandlers M RO M RO
SNMP Applications [RFC 3413]
Note: [RFC 3413] is ONLY accessible when the device is in SNMP Coexistence mode.
Object CM Access | CMTS | Access
snmpTargetSpinLock M RW M RW
snmpTargetAddrTable
Object CM Access | CMTS | Access
snmpTargetAddrName M N-Acc M N-Acc
snmpTargetAddrTDomain M RC M RC
SnmpTargetAddrTAddress M RC M RC
SnmpTargetAddrTimeout M RC M RC
SnmpTargetAddrRetryCount M RC M RC
SnmpTargetAddrTagList M RC M RC
SnmpTargetAddrParams M RC M RC
SnmpTargetAddrStorageType M RC M RC
SnmpTargetAddrRowStatus M RC M RC
snmpTargetParamsTable
Object C™M Access | CMTS | Access
SnmpTargetParamsName M N-Acc M N-Acc
SnmpTargetParamsMPModel M RC M RC
SnmpTargetParamsSecurityModel M RC M RC
SnmpTargetParamsSecurityName M RC M RC
SnmpTargetParamsSecurityLevel M RC M RC
SnmpTargetParamsStorageType M RC M RC
SnmpTargetParamsRowStatus M RC M RC
SnmpUnavailableContexts RO M RO
snmpUnknownContexts M RO M RO
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snmpNotifyTable

CM Access | CMTS | Access

Object

snmpNotifyName M N-Acc M N-Acc
snmpNotifyTag M RC M RC
SnmpNotify Type M RC M RC
snmpNotifyStorageType M RC M RC
SnmpNotifyRowStatus M RC M RC

snmpNotifyFilterProfileTable

CM Access | CMTS | Access

Object

SnmpNotifyFilterProfileName M RC M RC
snmpNotifyFilterProfileStorType M RC M RC
snmpNotifyFilterProfileRowStatus M RC M RC

snmpNotifyFilterTable

CM Access | CMTS | Access

Object

SnmpNotifyFilterSubtree M N-Acc M N-Acc
SnmpNotifyFilterMask M RC M RC
SnmpNotifyFilterType M RC M RC
SnmpNotifyFilterStorage Type M RC M RC
SnmpNotifyFilterRowStatus M RC M RC

SNMP-USER-BASED-SM-MIB [RFC 3414]

Note: The [RFC 3414] MIB is ONLY accessible when the device is in SNMP Coexistence mode.

usmStats

Object CM Access | CMTS | Access
usmStatsUnsupportedSecLevels M RO M RO
usmStatsNotInTimeWindows M RO M RO
usmStatsUnknownUserNames M RO M RO
usmsStatsUnknownEnginelDs M RO M RO
usmStatsWrongDigests M RO M RO
usmStatsDecryptionErrors M RO M RO

usmUser

Object

CM Access | CMTS | Access

usmUserSpinLock

M RW M RW

usmUserTable

Object

CM Access | CMTS | Access
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usmUserEnginelD M N-Acc M N-Acc
usmUserName M N-Acc M N-Acc
usmUserSecurityName M RO M RO
usmUserCloneFrom M RC M RC
usmUserAuthProtocol M RC M RC
usmUserAuthKeyChange M RC M RC
usmUserOwnAuthKeyChange M RC M RC
usmUserPrivProtocol M RC M RC
usmUserPrivKeyChange M RC M RC
usmUserOwnPrivKeyChange M RC M RC
usmUserPublic M RC M RC
usmuUserStorageType M RC M RC
usmUserStatus M RC M RC
DOCS-IF-EXT-MIB

2.0 2.0 2.0

CMin CMin CMin

1.0 1.1 2.0
Object Mode | Access | Mode | Access | Mode | Access | CMTS | Access
docslfDocsisCapability D RO D RO N- N-Sup

Sup
docslfDocsisOperMode D RO D RO N- N-Sup
Sup

docslfCmtsCmStatusDocsisMode N/A N/A N/A N/A N/A N/A N-Sup

DOCS-CABLE-DEVICE-TRAP-MIB

2.0C 2.0 2.0

Min CMin CMin

1.0 1.1 2.0
Object Mode | Access | Mode | Access | Mode | Access | CMTS | Access
docsDevCmTrapControl O RW M RW M RW NA
docsDevCmtsTrapControl NA NA NA M RW
docsDevCmInitTLVUnknownTrap NA M ATRAP M ATRAP NA
docsDevCmDynServReqFailTrap NA M ATRAP M ATRAP NA
docsDevCmDynServRspFailTrap NA M ATRAP M ATRAP NA
docsDevCmDynServAckFailTrap NA M ATRAP M ATRAP NA
docsDevCmBpilnitTrap NA M ATRAP M ATRAP NA
docsDevCmBPKMTrap NA M ATRAP M ATRAP NA
docsDevCmDynamicSATrap NA M ATRAP M ATRAP NA
docsDevCmDHCPFailTrap (0] ATRAP M ATRAP M ATRAP NA
docsDevCmSwUpgradelnitTrap (0] ATRAP M ATRAP M ATRAP NA
docsDevCmSwUpgradeFailTrap (0] ATRAP M ATRAP M ATRAP NA
docsDevCmSwUpgradeSuccessTrap (0] ATRAP M ATRAP M ATRAP NA
docsDevCmSwUpgradeCVCFailTrap (0] ATRAP M ATRAP M ATRAP NA
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docsDevCmTODFailTrap (0] ATRAP M ATRAP M ATRAP NA
docsDevCmDCCRegFailTrap o ATRAP M ATRAP M ATRAP
docsDevCmDCCRspFailTrap (@] ATRAP M ATRAP M ATRAP
docsDevCmDCCAckFailTrap O ATRAP M ATRAP M ATRAP
docsDevCmtsInitRegReqFailTrap NA NA M ATRAP
docsDevCmtsInitRegRspFailTrap NA NA M ATRAP
docsDevCmtsInitRegAckFailTrap NA NA M ATRAP
docsDevCmtsDynServRegFailTrap NA NA M ATRAP
docsDevCmtsDynServRspFailTrap NA NA M ATRAP
docsDevCmtsDynServAckFailTrap NA NA M ATRAP
docsDevCmtsBpilnitTrap NA NA M ATRAP
docsDevCmtsBPKMTrap NA NA M ATRAP
docsDevCmtsDynamicSATrap NA NA M ATRAP
docsDevCmtsDCCReqFailTrap NA NA M ATRAP
docsDevCmtsDCCRspFailTrap NA NA M ATRAP
docsDevCmtsDCCAckFailTrap NA NA M ATRAP
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A.1 IF-MIB ifTable MIB-Object details

IF-MIB Object details for Cable
Device using 10 Mbps Ethernet

CMTS-Ethernet-10
CMTS-Downstream
Physical Interface
Logical Channel
CM-Downstream
CM-CPEOther Type

CMTS-MAC
CMTS-Upstream
CMTS-Upstream
CM-Ethernet-10
CM-MAC
CM-Upstream
CM-USB

iflndex:

"A unique value, greater than ze-
ro, for each interface. It is recom-
mended that values are assigned
contiguously starting from 1. [The
Primary CPE MUST be Interface lor lor lor
number 1] The value foreachin- | ™ | ™ [ ™ 1 @ 1 M 4y on] 2 3 4 e | )]
terface sub-layer must remain
constant at least from one reinitial-
ization of the entity’s network man-
agement system to the next reini-
tialization.”

ifType:

"The type of interface. Additional
values for ifType are assigned by
the Internet Assigned Numbers 6 127 128 129 205 6 127 128 129 160
Authority (IANA), through updating
the syntax of the IANAIfType tex-

tual convention.”

(IANA
num)

ifSpeed:

"An estimate of the interface’s cur-
rent bandwidth in bits per second.
[For RF Downstream; This is the
symbol rate multiplied by the num-
ber of bits per symbol. For RF Up-
stream; This is the raw band-width
in bits per second of this interface,
regarding the highest speed mod-
ulation profile that is defined. This
is the symbol rate multiplied with
the number of bits per symbol for
this modulation profile. For MAC
Layer; Return zero.] For interfaces
which do not vary in bandwidth or
for those where no accurate esti-
mation can be made, this object
should contain the nominal band-
width. If the bandwidth of the inter-
face is greater than the maximum
value reportable by this object
then this object should report its
maximum value (4,294,967,295)
and ifHighSpeed must be used to
report the interface’s speed. For a
sub-layer which has no concept of
bandwidth, this object should be
zero.”

30,341,646
42,884,296
30,341,646
42,884,296

speed

Q) Q)

Q)

10,000,000
o
10,000,000
o
12,000,000

~64-QAM
~256-QAM

~64-QAM
~256-QAM
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IF-MIB Object details for Cable
Device using 10 Mbps Ethernet

CMTS-Ethernet-10

CMTS-MAC

CMTS-Downstream

CMTS-Upstream
Physical Interface

CMTS-Upstream
Logical Channel

CM-Ethernet-10

CM-MAC

CM-Downstream

CM-Upstream

CM-USB

CM-CPEOther Type

ifHighSpeed:

"An estimate of the interface’s cur-
rent bandwidth in units of
1,000,000 bits per second. If this
object reports a value of ‘n’ then
the speed of the interface is some-
where in the range of ‘n-500,000’
to 'n+499,999'. [For RF Down-
stream; This is the symbol rate
multiplied with the number of bits
per symbol. For RF Upstream;
This is the raw bandwidth in bits
per second of this interface, re-
garding the highest speed modu-
lation profile that is defined. This is
the symbol rate multiplied with the
number of bits per symbol for this
modulation profile. For MAC Lay-
er; Return zero.] For interfaces
which do not vary in bandwidth or
for those where no accurate esti-
mation can be made, this object
should contain the nominal band-
width. For a sub-layer which has
no concept of bandwidth, this ob-
ject should be zero.”

10

=30,~256-QAM=42

~64-QAM

(n)*

(n)**

10

=30,~256-QAM=42

~64-QAM

Q)

12

speed

ifPhysAddress:

"The interface’s address at its pro-
tocol sub-layer. [For RF Upstream/
Downstream; return empty string.
For MAC Layer; return the physi-
cal address of this interface.] For
example, for an 802.x interface,
this object normally contains a
MAC address. The interface’s me-
dia-specific MIB must define the
bit and byte ordering and the for-
mat of the value of this object. For
interfaces which do not have such
an address (e.g., a serial line), this
object should contain an octet
string of zero length.

Enet-MAC

CATV-MAC

Empty-String

Empty-String

Empty-String

Enet-MAC

CATV-MAC

Empty-String

Empty-String

USB-PhysAddr.

PhysAddr.
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)y o EI | ET| o = ey
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IF-MIB Object details for Cable < e 3 3= 2o 5 o c = o
Device using 10 Mbps Ethernet w = a) 28 | D < b H 9 @ o
N L R I T - T = = A
= = = |=2=28| = = = = = =
O O [©) oa (O] O [©) O O ©] ©]
ifAdminStatus:
"The desired state of the interface.
The testing(3) state indicates that
no operational packets can be
passed. [For CM: When a man-
aged system initializes, all inter-
faces start with ifAdminStatus in - - - - - . - - - - -
the up(1) state. As a result of ex- % % % % % % % % % % %
plicit management action, ifAdmin-| £ = = £ £ £ £ £ £ = =
Status is then changed to either § § E é § E E § § E E
the down(2) or testing(3) states (or - = = = = = = = = = =
remains in the up(1) state). For \‘:/ \‘:/ \‘;'/ \‘;'/ \‘:/ ‘\\'C/ ‘\\'C/ \‘:/ \‘:/ ‘\\'C/ ‘\\'C/
CMTS: When a managed system % % % % % % % % % % %
initializes, all interface start with if- o o a] [a] a [a] [a] o a a a
AdminStatus in the up(1) state. As € € a a € a a € € a a
a result of elt'her e>'<pI|c':|t manage- = s = = s = = = s = =
ment or configuration information
saved via other non SNMP meth-
od (i.e. CLI commands) retained
by the managed system, ifAdmin-
Status is then changed to either
the down(2) or testing(3) states (or
remains in the up(1) state).]”
ifOperStatus:
"The current operational state of & & o @ & o o & & o @
the interface. The testing(3) state F=1 =1 P-4 P-4 F=1 P-4 P-4 F=1 E=1 P-4 P-4
indicates that no operational pack- § § § § § § § § § § §
ets can be passed. If ifAdminSta- & & N N & N N & & N N
tus is down(2) then ifOperStatus § § § § § § § § § § §
should be down(2). If ifAdminSta- = = = = = = = = = = =
tus is changed to up(1) then ifOp- | & ©° © Qe ©° © © © ©° © Qe
erStatus should change to up(1) if | @ @ @ @ @ @ ] ] G g
the interface is ready to transmit % % g g % g g % % g g
and receive network traffic; it ) ) [a) o a a [a) s} a [a) [a)
should change to dormant(5) ifthe | & D D D D D D D D D D
interface is waiting for external ac- ‘E’ ‘E’ _g’ _g’ ‘E’ _g’ _g’ ‘E’ ‘E’ g’ g’
tions (such as a serial line waiting ? ® @ @ i k7] k7] i 0 k] k]
for an incoming connection); it & & e e & e & & & & &
should remain in the down(2) state | & < S S < S S < < S S
if and only if there i_s a fault that g g § § g § § g g § §
prever_1ts it from gomg t.o the up(1) 8 8 8 8 8 8 8 8 8 8 8
state; it should remain in the not- = = P P = P P = = P P
Present(6) state if the interface \g_/ \g_/ % % \g_/ % % \g_/ \g_/ % %
has missing (typically, hardware) 2 2 2 2 2 2 2 2 2 2 2
components.”
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ifMtu:

"The size of the largest packet
which can be sent/received on the
interface, specified in octets. [For
RF Upstream/Downstream; the
value includes the length of the
MAC header. For MAC Layer; re-
turn 1500.] For interfaces that are
used for transmitting network dat-
agrams, this is the size of the larg-
est network datagram that can be
sent on the interface.”

1500 | 1500 | 1764 | 1764 | 1764 | 1500 | 1500 | 1764 | 1764 | 1500 | 15007

iflnOctets:
"The total number of octets re-
ceived on the interface, including
framing characters. [For RF Up-
stream/Downstream (where not
zero*); This includes MAC packets
as well as data packets, and in-
cludes the length of the MAC
header, this does not include any
PHY overhead. For MAC Layer;
The total number of data octets re-
ceived on this interface, targeted

MUST
for upper protocol layers. For (n) (n) be 0 (n) (n) (n)
MAC; The total number of data oc-
tets (bridge data, data target for
the managed device) received on
this interface from RF-downstream
interface and before application of
protocol filters defined in RFC
2669.] Discontinuities in the value
of this counter can occur at re-ini-
tialization of the management sys-
tem, and at other times as indicat-
ed by the value of ifCounter
DiscontinuityTime.”

MUST
oo | @ | ™

(n) = low 32-bits of the 64-bit count
(n) = low 32-hits of the 64-bit count
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IF-MIB Object details for Cable
Device using 10 Mbps Ethernet

Logical Channel
CM-CPEOther Type

CM-Downstream
CM-USB

CMTS-Ethernet-10
CMTS-MAC
CMTS-Downstream
CMTS-Upstream
Physical Interface
CMTS-Upstream
CM-Ethernet-10
CM-MAC
CM-Upstream

IfHCInOctets: (usage**)

"The total number of octets re-
ceived on the interface, including
framing characters. [For RF Up-
stream/Downstream (where not
zero*); This includes MAC packets
as well as data packets, and in-
cludes the length of the MAC
header, this does not include any
PHY overhead. For MAC Layer;
The total number of data octets re-
ceived on this interface, targeted
for upper protocol layers.] This ob-
ject is a 64-bit version of ifinOc-
tets. Discontinuities in the value of
this counter can occur at re-initial-
ization of the management sys-
tem, and at other times as indicat-
ed by the value of ifCounter
DiscontinuityTime.”

ifOutOctets:

"The total number of octets trans-
mitted out of the interface, includ-
ing framing characters. [For RF
Upstream/ Downstream (where
not zero*); This includes MAC
packets as well as data packets,
and includes the length of the
MAC header, this does not include
any PHY overhead. For MAC Lay-
er; The total number of octets, re-
ceived from upper protocol layers
and transmitted on this interface. (n)
For MAC; The total number of da-
ta octets (bridge data, data gener-
ated from the managed device)
transmitted on this interface to RF-
upstream interface after applica-
tion of protocol filters defined in
RFC 2669.] Discontinuities in the
value of this counter can occur at
re-initialization of the management
system, and at other times as indi-
cated by the value of ifCounter
DiscontinuityTime.”

MUST
be 0

MUST
be 0

64-bit count ***
64-bit count ***
64-bit count ***
64-bit count ***
64-bit count ***
64-bit count ***

(n) = 64-bit count

0 or (n) = 64-bit count
(n) = 64-bit count

0 or (n)
0 or (n)
0 or (n)
0 or (n)
0 or (n)
0 or (n)

MUST | MUST MUST
boo | beo | @ [ @ [0 @ | @ | ®

(n) = low 32-bits of the 64-bit count
(n) = low 32-bits of the 64-bit count
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ifHCOutOctets: (usage**)
"The total number of octets trans-
mitted out of the interface, includ-
ing framing characters. [For RF
Upstream/ Downstream (where
not zero*); This includes MAC . « x x * *
* x X * X x
packets as well as data packets, x * * x * *
and includes the length of the 5 g g 5 5 5 5 5
MAC header, this does not include 8 8 8 3 3 3 3 3
any PHY overhead. For MAC Lay-| = 5 5 MUST | MUST | = 5 MUST| = 5 5
er; The total number of octets, re- | & 3 3 be0 | be0 3 3 be 0 S 3 3
ceived from upper protocol layers n I T n n n n n
and transmitted on this interface.] E = = £ £ E £ £
This object is a 64-bit version of if-| & 5] 5] S} 5] 5]
o o o o o o

OutOctets. Discontinuities in the
value of this counter can occur at
re-initialization of the management
system, and at other times as indi-
cated by the value of ifCounter
DiscontinuityTime.”

iflnUcastPkts:

"The number of packets, delivered
by this sub-layer to a higher (sub-)
layer, which were not addressed
to a multicast or broadcast ad-
dress at this sublayer. [For RF Up-
stream/ Downstream (where not
zero*); This includes data packets
as well as MAC layer packets, this
does not include any PHY over-
head. For MAC Layer; The num-
ber of Unicast packets received on
this interface, targeted for upper MUST MUST | MUST
protocol layers. For MAC layer; () () be 0 ) ) () () beO | beO () (n)
the number of Unicast data pack-
ets (bridge data, data target for the
managed device) received on this
interface from RF-downstream in-
terface before application of proto-
col filters defined in RFC 2669.]
Discontinuities in the value of this
counter can occur at re-initializa-
tion of the management system,
and at other times as indicated by
the value of ifCounter
DiscontinuityTime.”
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ifHCInUcastPkts:
"The number of packets, delivered
by this sub-layer to a higher (sub-)
layer, which were not addressed
to a multicast or broadcast ad-
dress at this sub-layer. [For RF
Upstream/ Downstream (where
not zero*); This includes data
packets as well as MAC layer
packets, this does not include any | % ¥ % ¥ % % H H
PHY overhead. For MAC Layer; e e e e e € e €
The number of Unicast packets re- 3 3 = 3 3 3 3 3 3
ceived on this interface, targeted b b c b b ! b b !
' 5 5 n o ° o o MUST | MUST| = o
for upper protocol layers. For MAC | & < — - < - - be0 | beo - -
layer; the number of Unicast data | P b g It b it it It bt
packets (bridge data, data target = = © = = = = = =
for the managed device) received g g = g = = = =
.. o o o o o o o o
on this interface from RF-down- o o o o o o o o

stream interface before application
of protocol filters defined in RFC
2669.] This object is a 64-bit ver-
sion of ifinUcastPkts. Discontinui-
ties in the value of this counter can
occur at re-initialization of the
management system, and at other
times as indicated by the value of
ifCounterDiscontinuityTime.”

iflnMulticastPkts:

"The number of packets, delivered
by this sub-layer to a higher (sub-)
layer, which were addressed to a
multicast address at this sublayer.
[For RF Upstream/ Downstream
(where not zero*); This includes
data packets as well as MAC layer
packets, this does not include any
PHY overhead. For MAC Layer;
The number of Multicast packets
received on this interface, targeted
for upper protocol layers. For MAC

layer; the number of Multicastdata | (n) | (n) “’L‘;%T m o ™| o 'Vt')l;SOT 'Vt')léSOT ™ | o
packets (bridge data, data target-
ed for the managed device) re-
ceived on this interface from RF-
downstream interface before ap-
plication of protocol filter defined in
RFC 2669.] For a MAC layer pro-
tocol, this includes both Group and
Functional addresses. Discontinui-
ties in the value of this counter can
occur at re-initialization of the
management system, and at other
times as indicated by the value of
ifCounterDiscontinuityTime.”
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ifHCInMulticastPkts:
"The number of packets, delivered
by this sub-layer to a higher (sub-)
layer, which were addressed to a
multicast address at this sub-lay-
er. [For RF Upstream/ Down-
stream (where not zero*); This in-
cludes data packets as well as
MAC layer packets, this does not
include any PHY overhead. For
MAC Layer; The number of Multi- « « * x « « x x
. .. * * X * X X X X
cast packets received on this inter-| X X X X X X X
face, targeted for upper protocol 5 5 S 5 5 5 5 5
o o o o o o o o
layers. For MAC layer; the number o o o o o o o o
of Multicast data packets (bridge a =] MUST o a o o MUST [ MUST | = 8
data, data targeted for the man- S S be 0 S S S S be0 | beO S o
aged device) received on this in- n n n n n n n n
terface from RF-downstream inter-| £ S £ £ £ £ £ £
face before application of protocol 5] 5] 5] 5] 5] 5] 5] 5]
o o o o o o o o

filter defined in RFC 2669.] For a
MAC layer protocol, this includes
both Group and Functional ad-
dresses. This object is a 64-bit
version of iflnMulticastPkts. Dis-
continuities in the value of this
counter can occur at re-initializa-
tion of the management system,
and at other times as indicated by
the value of ifCounter
DiscontinuityTime.”

iflnBroadcastPkts:

"The number of packets, delivered
by this sub-layer to a higher (sub-)
layer, which were addressed to a
broadcast address at this sub-lay-
er. [For RF Upstream/ Down-
stream (where not zero*); This in-
cludes data packets as well as
MAC layer packets, this does not
include any PHY overhead. For
MAC Layer; The number of Broad-
cast packets received on this inter-
face, targeted for upper protocol MUST MUST
layers. F%r MAC Ia)?gr; T?le num- ) () be 0 ) ) () () ) be 0 () (n)
ber of Broadcast data packets
(bridge data, data targeted for the
managed device) received on this
interface from RF-downstream in-
terface before application of proto-
col filter defined in RFC 2669.]
Discontinuities in the value of this
counter can occur at re-initializa-
tion of the management system,
and at other times as indicated by
the value of ifCounter
DiscontinuityTime.”
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ifHCInBroadcastPkts:
"The number of packets, delivered
by this sub-layer to a higher (sub-)
layer, which were addressed to a
broadcast address at this sub-lay-
er. [For RF Upstream/ Down-
stream (where not zero*); This in-
cludes data packets as well as
MAC layer packets, this does not
include any PHY overhead. For x x % x % % x % %
MAC Layer; The number of Broad-| * X 5 X 5 5 X X 5
cast packets received on thisinter-| 5 5 5 5 5 5 5 5 5
o o o o ] o o o o
face, targeted for upper protocol o o o o o o o o o
layers. For MAC layer; The num- =] =] MUST 2 =] 2 2 =] MUST| = 2
ber of Broadcast data packets 3 3 be 0 3 3 3 3 3 be 0 3 3
(bridge data, data targeted for the n n n n n n n n n
managed device) received on this | & £ ) £ ) ) £ £ £
interface from RF-downstream in- 5] 5] 5] 5] 5] 5] & 5 5]
o o o o o o o o o

terface before application of proto-
col filter defined in RFC 2669.]
This object is a 64-bit version of if-
InBroadcastPkts. Discontinuities
in the value of this counter can oc-
cur at re-initialization of the man-
agement system, and at other
times as indicated by the value of
ifCounterDiscontinuity

Time.”

iflnDiscards:

"The number of inbound packets
which were chosen to be discard-
ed even though no errors had
been detected to prevent their be-
ing deliverable to a higher-layer
protocol. One possible reason for MUST MUST
discarding such a packet could be () (n) be 0 () () () () ) be 0 () (n)
to free up buffer space. Disconti-
nuities in the value of this counter
can occur at re-initialization of the
management system, and at other
times as indicated by the value of
ifCounterDiscontinuityTime.”
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IF-MIB Object details for Cable
Device using 10 Mbps Ethernet

CMTS-Upstream
Physical Interface
CMTS-Upstream
Logical Channel
CM-Ethernet-10
CM-Downstream
CM-Upstream
CM-CPEOther Type

CM-MAC

CMTS-Downstream
CM-USB

CMTS-Ethernet-10
CMTS-MAC

iflnErrors:

"For packet-oriented interfaces,
the number of inbound packets
that contained errors preventing
them from being deliverable to a
higher-layer protocol. For charac-
ter-oriented or fixed-length inter-
faces, the number of inbound
transmission units that contained (n) (n)
errors preventing them from being
deliverable to a higher-layer proto-
col.Discontinuities in the value of
this counter can occur at re-initial-
ization of the management sys-
tem, and at other times as indicat-
ed by the value of ifCounter
DiscontinuityTime.”

MUST MUST
Ao (T N O o B B Y

iflnUnknownProtos:

"For packet-oriented interfaces,
the number of packets received
via the interface which were dis-
carded because of an unknown or
unsupported protocol. For charac-
ter-oriented or fixed-length inter-
faces that support protocol multi-
plexing the number of transmis-
sion units received via the
interface which were discarded (n) (n)
because of an unknown or unsup-
ported protocol. For any interface
that does not support protocol
multiplexing, this counter will al-
ways be 0. Discontinuities in the
value of this counter can occur at
re-initialization of the management
system, and at other times as indi-
cated by the value of ifCounter
DiscontinuityTime.”

MUST MUST
A (T B O B () o B B Y
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ifOutUcastPkts:

"The total number of packets that
higher-level protocols requested
be transmitted, and which were
not addressed to a multicast or
broadcast address at this sub-lay-
er, including those that were dis-
carded or not sent. [For RF Up-
stream/ Downstream (where not
zero*); This includes MAC packets
as well as data packets, this does
not include any PHY overhead.
For MAC Layer; The number of
Unicast packets, received from MUST | MUST MUST

upper prgtocol layers and trans- ) () () be0 | beO () () be 0 ) ) (n)
mitted on this interface. For MAC
layer; The number of Unicast data
packets (bridge data, data gener-
ated from the managed device)
transmitted on this interface to RF-
upstream interface after applica-
tion of protocol filters defined in
RFC 2669.] Discontinuities in the
value of this counter can occur at
re-initialization of the management
system, and at other times as indi-
cated by the value of ifCounter
DiscontinuityTime.”
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ifHCOutUcastPkts:

"The total number of packets that

higher-level protocols requested

be transmitted, and which were

not addressed to a multicast or

broadcast address at this sub-lay-

er, including those that were dis-

carded or not sent. [For RF Up-

stream/ Downstream (where not

zero*); This includes MAC packets

as well as data packets, this does % % H H H % H H

not include any PHY overhead. e e € € € e € €

For MAC Layer; The number of 3 3 3 3 3 3 3 3

Unicast packets, received from ; ; ; ; ; ; ; ;

upper protocol layers and trans- ﬁ ﬁ f': Ntl)LéSOT NLLéSOT f': f': Ntl)lé%T ﬁ f': f':

mitted on this interface. For MAC b b it t it b it t

layer; The number of Unicast data | = = = = = = = =

packets (bridge data, data gener- g g g g g g g g

. o o o o o o o o

ated from the managed device) o o o o o o o o

transmitted on this interface to RF-

upstream interface after applica-

tion of protocol filters defined in

RFC 2669.] This object is a 64-bit

version of ifOutUcastPkts. Discon-

tinuities in the value of this counter

can occur at re- initialization of the

management system, and at other

times as indicated by the value of

ifCounterDiscontinuityTime.”
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— ©
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) . ] 1) s se | 50 Q 7 i <
IF-MIB Object details for Cable < < 3 a= 25 c 2 = 5
Device using 10 Mbps Ethernet | U p= o 2% | 25 2 g = @ @ e
v @ @ | DG | Vo | p o) > 5 o
2 =) ; : 0 7 7 7
= = = = c =0 = = = = = =
O O [©) oa (O] O [©) O O ©] ©]

ifOutMulticastPkts:

"The total number of packets that
higher-level protocols requested
be transmitted, and which were
addressed to a multicast address
at this sub-layer, including those
that were discarded or not sent.
[For RF Upstream/ Downstream
(where not zero*); This includes
MAC packets as well as data
packets, this does not include any
PHY overhead. For MAC Layer;
The number of Multicast packets
received from upper protocol lay-
ers and transmitted on this inter- ) ) ) MUST | MUST ) ™) MUST | MUST ) ™)
face. For MAC layer; The number be0 | beO be0 | beO

of Multicast data packets (bridge
data, data generated from the
managed device) transmitted on
this interface to RF-upstream in-
terface after application of protocol
filters defined in RFC 2669.] For a
MAC layer protocol, this includes
both Group and Functional ad-
dresses. Discontinuities in the val-
ue of this counter can occur at re-
initialization of the management
system, and at other times as indi-
cated by the value of ifCounter
DiscontinuityTime.”
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ifHCOutMulticastPkts:

"The total number of packets that

higher-level protocols requested

be transmitted, and which were

addressed to a multicast address

at this sub-layer, including those

that were discarded or not sent.

[For RF Upstream/ Downstream

(where not zero*); This includes

MAC packets as well as data

packets, this does not include any

PHY overhead. For MAC Layer; X X x x x x x

The number of Multicast packets i i 3;: 3;: 3;: 3;: 3;:

received from upper protocol lay- 5 5 5 5 5 5 5

ers and transmitted on this inter- 3] 3 3 3 3 8 8

face. For MAC layer; The number | 5 3 S |MUST|MuST| 3 S |MUST|MuST| 5 3

of Multicast data packets (bridge 3 3 < beO | beO < < be0 | beO < <

data, data generated from the n n n n n n n

managed device) transmitted on E E £ £ £ £ £

this interface to RF-upstream in- S} S} 5] 5] 5] IS S

terface after application of protocol | © i e e e e e

filters defined in RFC 2669.] For a

MAC layer protocol, this includes

both Group and Functional ad-

dresses. This object is a 64-bit

version of ifOutMulticastPkts. Dis-

continuities in the value of this

counter can occur at re-initializa-

tion of the management system,

and at other times as indicated by

the value of ifCounter

DiscontinuityTime.”
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IF-MIB Object details for Cable
Device using 10 Mbps Ethernet

CMTS-Ethernet-10
CMTS-Downstream
Physical Interface
Logical Channel
CM-Downstream
CM-CPEOther Type

CMTS-MAC
CMTS-Upstream
CMTS-Upstream
CM-Ethernet-10
CM-MAC
CM-Upstream
CM-USB

ifOutBroadcastPkts:

"The total number of packets that
higher-level protocols requested
be transmitted, and which were
addressed to a broadcast address
at this sub-layer, including those
that were discarded or not sent.
[For RF Upstream/ Downstream
(where not zero*); This includes
MAC packets as well as data
packets, this does not include any
PHY overhead. For MAC Layer;
The number of Broadcast packets,
received from upper protocol lay- MUST | MUST MUST | MUST

ers and transmitptgd oﬁ] this inte|§i ) () () be0 | beO () () beO | beO () (n)
face. For MAC layer; The number
of Broadcast data packets (bridge
data, data generated from the
managed device) transmitted on
this interface to RF-upstream in-
terface after application of protocol
filters defined in RFC 2669.] Dis-
continuities in the value of this
counter can occur at re-initializa-
tion of the management system,
and at other times as indicated by
the value of ifCounter
DiscontinuityTime.”
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ifHCOutBroadcastPkts:
"The total number of packets that
higher-level protocols requested
be transmitted, and which were
addressed to a broadcast address
at this sub-layer, including those
that were discarded or not sent.
[For RF Upstream/ Downstream
(where not zero*); This includes
MAC packets as well as data
packets, this does notinclude any | ¥ % H H H H H
PHY overhead. For MAC Layer; S e = = = = =
The number of Broadcast packets, | 3 3 3 3 3 3 3
received from upper protocol lay- b b ! ! ! ! !
. o o o o MUST | MUST| = o MUST | MUST| = o
ers and transmitted on this inter- < < < be 0 | beo < < be 0 | beo < <
face. For MAC layer; The number | {7 b it t it t it
of Broadcast data packets (bridge | = = = = = = =
data, data generated from the g g g g g = g
. . o o o o o o o
managed device) transmitted on o o o o o o o

this interface to RF-upstream in-
terface after application of protocol
filters defined in RFC 2669.] This
object is a 64-bit version of ifOut-
BroadcastPkts. Discontinuities in
the value of this counter can occur
at re-initialization of the manage-
ment system, and at other times
as indicated by the value of
ifCounterDiscontinuityTime.”

ifOutDiscards:

"The number of outbound packets
which were chosen to be discard-
ed even though no errors had
been detected to prevent their be-
ing transmitted. One possible rea-
son for discarding such a packet MUST | MUST MUST
could be to free up buffer space. ) () () be0O | beO () () be 0 ) () (n)
Discontinuities in the value of this
counter can occur at re-initializa-
tion of the management system,
and at other times as indicated by
the value of ifCounter
DiscontinuityTime.”
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ifOutErrors:

"For packet-oriented interfaces,
the number of outbound packets
that could not be transmitted be-
cause of errors. For character-ori-
ented or fixed-length interfaces,
the number of outbound transmis- MUST | MUST MUST
sion units that could not be trans- ) () () be 0 be 0 () () be 0 ) () (n)
mitted because of errors. Disconti-
nuities in the value of this counter
can occur at re-initialization of the
management system, and at other
times as indicated by the value of
ifCounterDiscontinuityTime.”

ifPromiscuousMode:

"This object has a value of false(2)
if this interface only accepts pack-
ets/frames that are addressed to
this station. This object has a val-
ue of true(1) when the station ac-
cepts all packets/frames transmit-
ted on the media. The value
true(1) is only legal on certain
types of media. If legal, setting this
object to a value of true(1) may re-
quire the interface to be reset be-
fore becoming effective. The value
of ifPromiscuousMode does not
affect the reception of broadcast
and multicast packets/frames by
the interface.”

true(1)
false(2)
true(1)
false(2)
false(2)
true(1)
false(2)
true(1)
false(2)
true(1)
false(2)
true(1)
false(2)
true(1)
false(2)
false(2)
true(1)
false(2)
true(1)
false(2)
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RFC-2863 MIB-Object details for
Cable Device, using 100 Mbps
Ethernet

(Effected MIB-Objects only; All
others are the same as
preceeding table)

ifSpeed:

“An estimate of the interface’s cur-
rent bandwidth in bits per second.
[For RF Downstream; This is the
symbol rate multiplied with the
number of bits per symbol. For RF
Upstream; This is the raw band-
width in bits per second of this in-
terface, regarding the highest
speed modulation profile that is
defined. This is the symbol rate
multiplied with the number of bits
per symbol for this modulation pro-
file. For MAC Layer; Return zero.]
For interfaces which do not vary in
bandwidth or for those where no
accurate estimation can be made,
this object should contain the
nominal bandwidth. If the band-
width of the interface is greater
than the maximum value report-
ableby this object, then this object
should report its maximum value
(4,294,967,295) and ifHighSpeed
must be used to report the inter-
face’s speed. For a sub-layer
which has no concept of band-
width, this object should be zero.”

ifHighSpeed:

“An estimate of the interface’s cur-
rent bandwidth in units of
1,000,000 bits per second. If this
object reports a value of ‘n’, then
the speed of the interface is some-
where in the range of ‘n-500,000’
to n+499,999'. [For RF Down-
stream; This is the symbol rate
multiplied with the number of bits
per symbol. For RF Upstream;
This is the raw bandwidth in bits
per second of this interface, re-
garding the highest speed modu-
lation profile that is defined. This is
the symbol rate multiplied with the
number of bits per symbol for this
modulation profile. For MAC Lay-
er; Return zero.] For interfaces
which do not vary in bandwidth or
for those where no accurate esti-
mation can be made, this object
should contain the nominal band-
width. For a sub-layer which has
no concept of bandwidth, this ob-
ject should be zero.”

CMTS-Ethernet-10
CMTS-MAC
CMTS-Downstream
CMTS-Upstream
Physical Interface
CMTS-Upstream
CM-Ethernet-100
CM-MAC
CM-Downstream
CM-Upstream
CM-USB
CM-CPEOther Type

42,884,296
42,884,296

30,341,646,

30,341,646,
~64-QAM
~256-QUAM

~64-QAM
~256-QUAM

() () ()

speed

100,000,000
o
100,000,000
o
12,000,000

30,

=42

30,
42

~256-QUAM

100 0 (n) (n) 100 0 (n) 12 | speed

~64-QAM
~64-QAM
~256-QUAM
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RFC-2863 MIB-Object details for
Cable Device, using 100 Mbps
Ethernet

(Effected MIB-Objects only; All
others are the same as
preceeding table)

CMTS-Ethernet-10
CMTS-MAC
CMTS-Downstream
CMTS-Upstream
Physical Interface
CMTS-Upstream
CM-Ethernet-100
CM-MAC
CM-Downstream
CM-Upstream
CM-USB
CM-CPEOther Type

IfinOctets:

“The total number of octets re-
ceived on the interface, including
framing characters. [For RF Up-
stream/Downstream (where not
zero*); This includes MAC packets
as well as data packets, and in-
cludes the length of the MAC
header; this does not include any
PHY overhead. For MAC Layer;
The total number of data octets re-
ceived on this interface. targeted
for upper protocol layers. For
MAC; The total number of data oc-
tets (bridge data, data target for
the managed device) received on
this interface from RF downstream
interface and before application of
protocol filters defined in RFC-
2669.] Discontinuities in the value
of this counter can occur at reini-
tialization of the management sys-
tem, and a other times, as indicat-
ed by the value of ifCounterDis-
continuityTime.”

IfHCInOctets:
(usage**) “The total number of oc-
tets received on the interface, in-
cluding framing characters. [For
RF Upstream/Downstream (where
not zero*); This includes MAC
packets as well as data packets,
and includes the length of the
MAC header; this does not include (n)= Oor Oor 0or )= ()= ()= ()= ()=
any PHY overhead. For MAC Lay- 64-bit (n)= | MUST | (n)= (n)= 64-bit | 64-bit | 64-bit MUST 64-bit | 64-bit
er; The total number of data octets 64-bit | be 0 | 64-bit | 64-bit be 0
. g count count | count | count count | count
received on this interface. targeted count count | count o x
for upper protocol layers.] This ob-
ject is a 64-bit version of ifinOc-
tets. Discontinuities in the value of
this counter can occur at reinitial-
ization of the management sys-
tem, and a other times, as indicat-
ed by the value of ifCounterDis-
continuityTime.”

(n)= (=] (= | ()=
low low low low
32-bits ") MUST ) ) 32-bits | 32-bits | 32-bits | MUST " ™)
of the be 0 of the | ofthe | of the | be O

64-bit 64-bit | 64-bit | 64-bit
count count | count | count

Oor Oor
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RFC-2863 MIB-Object details for
Cable Device, using 100 Mbps
Ethernet

(Effected MIB-Objects only; All
others are the same as
preceeding table)

IfOutOctets:

“The total number of octets trans-
mitted out of the interface, includ-
ing framing characters. [For RF
Upstream/Downstream (where not
zero*); This includes MAC packets
as well as data packets, and in-
cludes the length of the MAC
header; this does not include any
PHY overhead. For MAC Layer;

CMTS-Ethernet-10
CMTS-MAC
CMTS-Downstream
CMTS-Upstream
Physical Interface
CMTS-Upstream
CM-Ethernet-100
CM-MAC
CM-Downstream
CM-Upstream
CM-USB
CM-CPEOther Type

M= | (= | ()= (n)=

The total number of data octets re-
low low low low

celved from upper protocol [ayers | 55 i | 35 pits | 32-bits | MUST | MUST | 32-bits MUST
and transmitted on this interface. (n) (n) (n) (n)
of the | of the | ofthe | be O | beO | ofthe be 0

For MAC; The total number of da- . . . .

- 64-bit | 64-bit | 64-bit 64-bit
ta octets (bridge data, data target

. .| count | count | count count

for the managed device) transmit-
ted on this interface from RF up-
stream interface and after applica-
tion of protocol filters defined in
RFC-2669.] Discontinuities in the
value of this counter can occur at
reinitialization of the management
system, and a other times, as indi-
cated by the value of ifCounterDis-
continuityTime.”

IfHCOutOctets:

(usage**) “The total number of oc-
tets transmitted out of the inter-
face, including framing characters.
[For RF Upstream/Downstream
(where not zero*); This includes
MAC packets as well as data
packets, and includes the length

of the MAC header; this does not (n)= )= ()= ()= (On;):r ?n;):r ?n;):r (Ong):r
include any PHY overhead. For | ¢ \u | g4 it | ga-bit | MYST | MUST | gy it | 6acbit | MYST | 6abit | 64-bit | 64-bit
MAC Layer; The total number of beO | beO be 0
. count | count | count count | count count | count | count
data octets received from upper o x o x
protocol layers and transmitted on
this interface.] This object is a 64-
bit version of ifOutOctets. Discon-
tinuities in the value of this counter
can occur at reinitialization of the
management system, and a other
times, as indicated by the value of
ifCounterDiscontinuityTime.”
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A.2 [RFC 1493] and [RFC 2863] MIB-Object Details for CCCM

For MIB objectsin [RFC 1493] and [RFC 2863] to be tested in applicable ATPs, they MUST be interpreted
according to this Appendix.
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A.2.1 [RFC 1493] MIB-Object Details

Table A-1 [RFC 1493] MIB-Object Details

BRIDGE-MIB [RFC 1493]
dotldBase group
Objects CCcCM Access
dotldBaseBridgeAddress M RO
dotldBaseNumPorts M RO
dotldBaseType M RO
dotldBasePortTable
Objects CCcCM Access
dotldBasePort M RO
dotldBasePortlflndex M RO
dotldBasePortCircuit M RO
dotldBasePortDelayExceededDiscards M RO
dotldBasePortMtuExceededDiscards M RO
dot1ldStp group
Objects CCcCM Access
dotldStpProtocolSpecification NA
dot1dStpPriority NA
dotldStpTimeSinceTopologyChange NA
dotldStpTopChanges NA
dotldStpDesignatedRoot NA
dotldStpRootCost NA
dotldStpRootPort NA
dotldStpMaxAge NA
dotldStpHelloTime NA
dotldStpHoldTime NA
dotldStpForwardDelay NA
dotldStpBridgeMaxAge NA
dotldStpBridgeHelloTime NA
dotldStpBridgeForwardDelay NA
dotldStpPortTable NA
Objects Cccc™m Access
dotldStpPort NA
dotldStpPortPriority NA
dotldStpPortState NA
dotldStpPortEnable NA
dotldStpPortPathCost NA
dotldStpPortDesignatedRoot NA
dotldStpPortDesignatedCost NA
dotldStpPortDesignatedBridge NA
dotldStpPortDesignatedPort NA
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Table A-1 [RFC 1493] MIB-Object Details (Continued)
BRIDGE-MIB [RFC 1493]

dotldStpPortForwardTransitions NA
dotldTp group
Objects CCCM Access
dotldTpLearnedEntryDiscards M RO
dotldTpAgingTime M RO
dotldTpFdbTable
Objects CCcCM Access
dotldTpFdbAddress M RO
dotldTpFdbPort M RO
dotldTpFdbStatus M RO
dotldTpPortTable
Objects CccCcM Access
dotldTpPort
dotldTpPortMaxinfo M RO
dotldTpPortinFrames M RO
dotldTpPortOutFrames M RO
dotldTpPortinDiscards M RO
dotldStaticTable
Objects ccc™m Access
dotldStaticAddress (0] RO
dotldStaticReceivePort (0] RO
dotldStaticAllowedToGoTo (0] RO
dotldStaticStatus (0] RO

A.2.2 Implementation of [RFC 1493] MIB for CCCM

ThedotldBase group

Thisisamandatory group which contains the objects which are applicable to all types of bridges.

Table A-2 The dotldBase Group

Mib Object

Object Valve Description

Access

dotldBaseBridgeAddress

CCCM MAC address

Hardcoded, read-only

dotldBaseNumPorts 2 (RF port, CPE port) Hardcoded, read-only
dotldBaseType Transparent-only(2) Hardcoded, read-only
dotldBasePortTable See following Table
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DotldBasePortTable
The following table contains generic information about every port that is associated.

Table A-3 DotldBasePortTable

Mib Object Object Valve Description Access
DotldBasePort 1 - for CPE port; Read-only
2 - forRF port
DotldBasePortlflndex Ifindex of CPE interface (1) - for CPE Read-only
port;
Ifindex of CATV MAC interface (2) -
for RF port
DotldBasePortCircuit {0,0} - For a port which has a unique Read-only

value of dotldBasePortlfindex, this
object can have the value(0,0).

DotldBasePortDelayExceededDiscards | # of frames discarded by the port due Read-only
to excessive transit delay through the
bridge; May be 0.

DotldBasePortMtuExceededDiscards # of frames discarded by the port due Read-only
to excessive size; May be 0.

ThedotldStp Group = Not I mplemented
If a node does not implement the Spanning Tree Protocol, this group will not be implemented.

Thedot1dSr Group = Not Implemented
If source routing is not supported, this group will not be implemented.

Thedot1ldTp Group = Not Implemented or limited implementation as described below:

This group contains objects that describe the entity’s state with respect to transparent bridging. If transparent
bridging is not supported, this group will not be implemented. This group is applicable to transparent only and
SRT bridges.

Table A-4 DotldBasePortTable

Mib Object Object Valve Description Access
dotldTpLearnedEntryDiscards Supported Hard-coded, read-only
dot1ldTpAgingTime 1000001 Hard-coded, read-only
dot1ldTpEntry (Table) For transparent bridging only - read-only Table has 2 entries, see below
dotldTpFdbAddress CPE MAC address Hard-coded, read-only
dotldTpFdbPort 0 (port number has not been learned) | Hard-coded, read-only
dotldTpFdbStatus 4: self(4) Hard-coded, read-only
dotldTpPortTable See Table below
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Table A-5 dotldFdbTable

Mib Object Object Valve Description Access

dotldTpFdbAddress CPE MAC address - for port on Hard-coded, read-only
CATV MAC interface;
CATV MAC address - for port on
CPE interface;

dotldTpFdbPort 0 (port number has not been learned) Hard-coded, read-only
for both entries

dotldTpFdbStatus self(4) for both entries Hard-coded, read-only

ThedotldTpPortTable

A table that contains information about every port that is associated with the transparent bridge.

Table A-6 dotldTpPortTable

Mib Object Object Valve Description Access

DotldTpPortMaxInfo 1500 - Maximum size of the info(non- | Read-only

mac) field that the port will receive or

transmit.
DotldTpPortinFrame Counter - supported Read-only
DotldTpPortOutFrames Counter - supported Read-only
DotldTpPortinDiscards CPE=CPE Discards Read-only

MAC=MAC Discards

The dot1dStatic Group = Not Implemented. Implementation of this group is optional.

A.2.3 [RFC 2863] ifTable MIB-Object details for CCCM

From SNMP perspective, CCCM MUST mimic the standalone CM. The generic network interface MIB on
logical CPE interface MUST be supported [RFC 2863], with the following recommended values:

Table A-7

[RFC 2863] ifTable MIB-Object details for CCCM

ifTable / ifXTable Table Field

Implementation for CPE Interface

iflndex 1

ifDescr “Textual description”
ifType 1 - other

ifMtu 1500

ifSpeed 10 Mbit/sec
ifPhysAddress Empty string

ifAdminStatus

Up to [RFC 2863]. Setting this object to ‘disable’ causes no data flow to the
PC CPE behind the modem. (Similar to the “NACO off” operation)

ifOperStatus Up to [RFC 2863] and OSSI Annex B.1
ifLastChance Up to[RFC 2863] and OSSI Annex B.1
iflnOctets Up to[RFC 2863] and OSSI Annex B.1

ifinUcastPkts

Up to[RFC 2863] and OSSI Annex B.1

ifinDiscards

Up to [RFC 2863] and OSSI Annex B.1

ifinErrors

Up to [RFC 2863] and OSSI Annex B.1

ifinUnknownProtos

Up to [RFC 2863] and OSSI Annex B.1

ifOutOctets

Up to [RFC 2863] and OSSI Annex B.1
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Table A-7 [RFC 2863] ifTable MIB-Object details for CCCM (Continued)

ifTable / ifXTable Table Field

Implementation for CPE Interface

ifOutUcastPkts Up to [RFC 2863] and OSSI Annex B.1
ifOutDiscards Up to [RFC 2863] and OSSI Annex B.1
ifOutErrors Up to [RFC 2863] and OSSI Annex B.1
ifName Up to[RFC 2863] and OSSI Annex B.1

ifinMulticastPkts

Up to [RFC 2863] and OSSI Annex B.1

ifinBroadcastPkts

Up to [RFC 2863] and OSSI Annex B.1

ifOutMulticastPkts

Up to[RFC 2863] and OSSI Annex B.1

ifOutBroadcastPkts

Up to[RFC 2863] and OSSI Annex B.1

ifHCInOctets

Up to[RFC 2863] and OSSI Annex B.1

ifHCInUcastPkts

Up to [RFC 2863] and OSSI Annex B.1

ifHCInMulticastPkts

Up to [RFC 2863] and OSSI Annex B.1

ifHCInBroadcastPkts

Up to [RFC 2863] and OSSI Annex B.1

ifHCOutOctets Up to [RFC 2863] and OSSI Annex B.1
ifHCOutUcastPkts Up to [RFC 2863] and OSSI Annex B.1
ifHCOutMulticastPkts Up to [RFC 2863] and OSSI Annex B.1
ifHCOutBroadcastPkts Up to[RFC 2863] and OSSI Annex B.1
ifLinkUpDownTrapEnable Up to[RFC 2863] and OSSI Annex B.1, enable by default
ifHighSpeed 10 Mbit/sec

ifPromiscuousMode TRUE, read-only access

ifConnectorPresent Always True(1)

ifAlias Up to [RFC 2863] and OSSI Annex B.1

ifCounterDiscontinuityTime

Up to [RFC 2863] and OSSI Appendix B
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Annex B IPDR Standards Submission for DOCSIS Cable Data Systems
Subscriber Usage Billing Records?

Note: This appendix is a verbatim copy of the DOCSIS Service Definition submission to IPDR.org. It is included here for
information purposes only. All relevant DOCSIS requirements are contained in Section 7.1 of this specification.

B.1 Service Definition

Cable Data Systems consist of Cable Modem Termination Systems (CMTSes), located at a Multiple Service
Operator’'s (MSO'’s) head-end office, that provide broadband Internet access to subscribers connected via Cable
Modems (CMs) through the Hybrid Fiber Coax (HFC) cable plant. These Cable Data Systems comply with the
Data Over Cable Service Interface Specifications (DOCSIS) sponsored by Cable Television Laboratories, Inc.
The IPDR format for Cable Data Systems Subscriber Usage Billing Records specified herein support the
DOCSIS 1.1 and 2.0 Operations Support System Interface specification (OSSl). The DOCSIS 1.1 and 2.0 OSSI
specifications require the CM TS to provide usage-billing records for all bandwidth consumed by the subscribers
connected to it viatheir Cable Modems when polled by the MSO'’s billing or mediation system.

B.1.1 DOCSIS Service Requirements

1. Cable DataServiceis"awayson". Thus, fromthe CMTS perspective, there are no subscriber logon eventsto
track, but rather, in a manner similar to electric power utilities, there are only data traffic flows to meter and
police.

2. Cable Data Subscribers are uniquely identified by their Cable Modem MAC addresses (i.e. Ethernet
addresses). Note that a CM is usually assigned a dynamic |P address via DHCP, so the IP address of a
subscriber may change over time. Since the CM MAC addressis constant, it must be used to identify the
subscriber’s usage billing records. All Internet traffic generated by the subscriber’s Customer Premises
Equipment (CPE) is bridged by the CM to and from the CMTS. The subscriber’s packet and byte (octet)
traffic counts are recorded by the CMTS in Service Flow counters associated with the CM MAC address. A
CM may have 2 or more Service Flows active during a collection interval. Note that the current 1P addresses
of the CM and all the CPE in use during the collection interval are recorded for auditing purposes.

3. Cable Data Service is metered and enforced against a Service Level Agreement (SLA) that specifiesthe
Quality of Service (QoS) that an MSO providesto a subscriber. An MSO typically has several Service
Packages to offer to their subscribers, such as"Gold", "Silver", or "Bronze". Each of the Service Packages
implements a specific SLA and isavailable for aspecific price. A Service Package isimplemented by a set of
Service Flows that are known to the billing system by their Service Flow IDs (SFIDs) and Service Class
Names (SCNSs). Service Flows are the unit of billing data collection for a Cable Data Subscriber. In addition,
since a subscriber may change their Service Package over time, it isvery likely that a given subscriber will
have several IPDRs, one for each Service Flow they have used during the collection interval.

4. Bandwidth in a Cable Data System is measured separately in both the downstream and upstream directions
(relative to the CMTS). Each Service Flow is unidirectional and may be associated with packet traffic of a
specific type (e.g. TCP or UDP). Since most SLAs provide for asymmetric bandwidth guarantees, it is
necessary to separate the downstream and upstream traffic flowsin the billing usage records. Bandwidth used
is measured in both packets and octets. If the CM isregistered in DOCSIS 1.0 mode, then there will be a pair
of Service Flows that contain the aggregate packet or octet count for the DOCSIS 1.0 servicein each
direction.

1 Revised Annex B per ECN OSS2-N-02236 by GO on 02/12/03.
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5. The bandwidth guarantee component of the SLA is enforced and metered by the CM TS with the assistance of
the CM. However, the CM is not considered a trusted device because of itslocation on the Customer’s
Premises, so the CMTS is expected to provide all of the usage billing information for each subscriber
connected to it.

6. Since an SLA may require the CMTS to enforce bandwidth limits by dropping or delaying packets that
exceed the maximum throughput bandwidth for a Service Flow, the SLA dropped packets counters and
delayed packets counters are also included in the usage records for each Service Flow. These counters are not
intended to compute billabl e subscriber usage but rather are available to the billing and customer care systems
to enable "up-selling" to subscribers who consistently exceed their subscribed servicelevel. Thus, subscribers
whose usage patterns indicate a large number of dropped octets are probably candidates for an upgrade to a
higher SLA that supports their true application bandwidth demands which, in turn, generates more revenue
for the MSO.

7. The packet and octet values in the usage billing records are based on absolute 64-bit counters maintained in
the CMTS. These counters may be reset when the CM TS system resets, therefore the CM TS system up time
(CMTSsysUpTime) isincluded in the IPDRdoc so that the billing or mediation system can correlate counters
that appear to regress.

B.1.2 DOCSIS IPDR Service Usage Element List
A DOCSIS IPDR is constructed from a number of elements that describe the IPDR itself, the CMTS that is

serving the subscriber, the subscriber's CM and CPE, and the service flow attributes and counters. See the
DOCSIS-3.1-B.0.xsd schemain Section B.2.1 and the summary table (Table 1) below.

B.1.2.1 IPDR Information

B.1.2.1.1 iPDRcreationTime

A generic IPDR allows for an optional IPDRcreationTime element. This element is required in DOCSIS IPDRs
and is formatted the same as the IPDRDoc creationTime attribute. The IPDRcreationTime is the same as the
IPDRDoc creationTime when the SFtype is Interim (i.e. running service flows), but is the time the service flow
was deleted when the SFtypeis Stop (i.e. terminated service flows). Note that the time zone is always GMT for
DOCSIS IPDRs.

B.1.2.1.2 segNum

The optional segNum element is not required in DOCSIS IPDRs and MUST NOT be present.

B.1.2.2 CMTS Information

A DOCSIS IPDR contains the following elements that identify the CMTS that is serving the subscriber. Each
IPDR within the IPDRDoc will contain identical values for these elements since all the IPDRs are based on
information maintained by the same CMTS.

B.1.2.2.1 CMTShostName

CMTShostName is the fully qualified domain name (FQDN) of the CMTS. This element is required and will be
null only if the CMTS does not have a domain name. A null FQDN will be represented as <CM T ShostName></
CMTShostName > or < CMTShostName />.
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B.1.2.22 CMTSipAddress

CMTSipAddressisthe IPv4 address for the CMTS. This element is formatted in standard decimal dotted
notation such as 10.10.100.1. This element is required.

B.1.2.2.3 CMTSsysUpTime

The sysUpTime value taken from the CMTS at the time the IPDRDoc is created formatted in decimal notation.
This value does not change within an IPDRDoc. This is the number of 100ths of a second sincethe CMTS
management interface was initialized. Thisvalue is used to determine if the CMTS was reinitialized between
IPDRDoc files. In this case, the values of the service flow counters between adjacent IPDRDoc files will appear
to regress. This element isrequired.

B.1.2.3 Subscriber Information

A DOCSIS IPDR contains the following elements that uniquely identify the subscriber. Each IPDR for agiven
subscriber within the IPDRDoc will contain identical values for these elements.

B.1.2.3.1 Subscriberld

The subscriber is uniquely identified by the CM’'s MAC address. Thisis the ethernet address of the cable side of
the CM formatted in dashed hex notation such as 11-11-11-11-11-11. This element is required.

B.1.2.3.2 CMdocsisMode

A CM may register in one of several DOCSI S version compatibility modes. The DOCSIS mode may be specified
as"1.0","1.1", or "2.0". This element is required.

B.1.2.3.3 CMipAddress

The CM isaways assigned an |Pv4 address on the cable side so that it can be managed via SNMP. Thisisthe IP
address assigned by DHCP when the CM last registered with the CMTS. This element is formatted in standard
decimal dotted notation such as 10.101.1.123. Note that this address is dynamic and may be different between
adjacent IPDRDoc files. This element isrequired.

B.1.2.3.4 CPEipAddress

The IPv4 address assigned to each CPE using this CM during the reporting interval. Thisis a comma-separated
list of IPv4 addresses or null. Thiselement isformatted in standard decimal dotted notation such as 12.12.1.121
or 12.12.12.123, 12.12.12.124, 12.12.12.125. If the CMTS is not tracking CPE | P addresses, then this element
will be null (i.e. <CPEipAddress></CPEipAddress> or <CPEipAddress/>). This element is required.
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B.1.2.4 Service Flow Information

A DOCSIS IPDR contains the following elements that identify the service flow and contain the counters
maintained by the CM TS for that service flow.

B.1.24.1 SFtype

The service flow type may be either Interim or Stop. An Interim type indicates arunning service flow. A Stop
type indicates a terminated service flow. A terminated service flow is only reported once in the IPDRDoc that is
created on the cycle after the service flow isdeleted. An Interim service flow isreported in each IPDRDoc that is
created whileit isrunning. This element is required.

B.1.24.2 SFID

A serviceflow isknown internally to the CMTS by its Service Flow 1d (SFID) relative to its cable MAC
interface. Thisisauniqueidentifier composed of two components: 1) the cable MAC layer interfaceid and 2) the
SFID relative to the cable MAC layer interface. Thisis represented as ifindex.SFID in decimal notation. Note
that ifIndex isthe internal interface index maintained by the SNMP agent in the CMTS for the cable MAC layer
interface that is serving the CM. This value can be used to correlate service flow counters between adjacent
IPDRDoc files. To prevent confusion in the billing system, the CM TS is required to not reuse the SFID
component for aminimum of 2 collection cycles. This element is required.

B.1.2.4.3 serviceClassName

Thisisthe Service Class Name (SCN) that is assigned to this service flow by the CMTS. Thisisthe external
name associated with a QoS parameter set in the CMTS. The QoS parameter set defines how to treat the packets
within aservice flow for SLA enforcement purposes. Examples names might be GoldUp, GoldDn, SilverUp,
SilverDn, PrimaryUp, PrimaryDn, etc. Note that the use of an SCN within the DOCSIS cabl e interface between
the CM and the CM TS is optional, but for billing purposes, it is highly recommended. This element, however, is
required within aDOCSIS IPDR and if thereis no SCN assigned by the CMTS, then the value of thiselement is
null (i.e. <serviceClassName></serviceClassName> or <serviceClassName/>. Note also that when a CM
registersin DOCSIS 1.0 mode there will be no SCNs assigned and this element will be null.

B.1.2.4.4 SFdirection

The service flow direction is either Upstream or Downstream relative to the CMTS cable interface. This element
isrequired.

B.1.2.4.5 octetsPassed

The current (or final count) of octets passed by this service flow. Thisisin decimal notation and is based on a 64-
bit counter value maintained inthe CMTS. This counter value will not overflow within the servicelifetime of the
CMTS. This element is required. If the CMdocsisMode for this service flow is"1.0" then this element contains
the aggregate octets passed count for the DOCSIS 1.0 servicein this direction.

B.1.2.4.6 pktsPassed

The current (or final count) of packets passed by this service flow. Thisisin decimal notation and is based on a
64-bit counter value maintained in the CMTS. This counter value will not overflow within the service lifetime of
the CMTS. This element is required. If the CMdocsisMode for this service flow is"1.0" then this element
contains the aggregate packets passed count for the DOCSIS 1.0 service in this direction.
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B.1.2.4.7 SLAdropPkts

The current (or final count) of packets dropped by this service flow when enforcing the maximum throughput for
this SLA (as implemented by the QoS parameter set for this service flow). Thisisin decimal notation and is
based on a 64-bit counter value maintained in the CMTS. This counter value will not overflow within the service
lifetime of the CMTS. This element is required for all service flows. Note that thisvalueis the count of packets
dropped by the CM TS for upstream service flows. Upstream packets dropped by the CM are not counted here. If
the CMdocsisModefor this serviceflow is"1.0" then this element contains the aggregate SLA drop packet count
for the DOCSIS 1.0 service in this direction.

B.1.2.4.8 SLAdelayPkts

The current (or final count) of packets delayed by this service flow when enforcing the maximum throughput for
this SLA (asimplemented by the QoS parameter set for this service flow). Thisisin decimal notation and is
based on a 64-bit counter value maintained in the CMTS. This counter value will not overflow within the service
lifetime of the CMTS. This element is required for all service flows. Note that this value isthe count of packets
delayed by the CMTS for upstream service flows. Upstream packets delayed by the CM are not counted here. If
the CMdocsisMode for this service flow is"1.0" then this element contains the aggregate SLA packet delay
count for the DOCSIS 1.0 servicein this direction.

Table B-1 Service Usage Element Names

Category Name Type Presence Possible Values Remarks

CMTS Information

Where CMTShostName String Required e.g.cmts0l.mso. CMTS's fully
com qualified domain
name (FQDN), if

given or null
Where CMTSipAddress IPV4Addr Required nnn.nnn.nnn.nnn CMTS's IPv4 ad-

dress.Canonical
IP address in dot-
ted decimal nota-
tion

When CMTSsysUpTime unsignedint Required nnnnnnnnn 32-bit count of
hundredths of a
second since
CMTS system
initialization, in
decimal notation

Subscriber Information

Who subscriberld String Required hh-hh-hh-hh-hh- Subscriber identi-
hh fied by the Cable
Modem MAC ad-
dress in dash de-
limited hex nota-
tion

Who CMdocsisMode String Required 1.0]1.1]2.0 CM’s DOCSIS
registration mode

Who CMipAddress IPV4Addr Required nnn.nnn.nnn.nnn CM'’s current
IPv4 address.
Canonical IP ad-
dress in dotted
decimal notation
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Table B-1 Service Usage Element Names (Continued)

Category

Name

Type

Presence

Possible Values

Remarks

Who

CPEipAddress

String

Required

nnn.nnn.nnn.nnn,
nnn.nnn.nnn.nnn,
nnn.nnn.nnn.nnn

Current IPv4 ad-
dress of all CPE
using this CM, if
any, or null. Com-
ma separated list
of IPv4 address-
es in dotted deci-
mal notation.
One element for
all CPE active
during the collec-
tion interval

Service Flow

Information

What

SFtype

String

Required

Interim | Stop

Interim identifies
running Service
Flows (SFs).
Stop identifies
terminated SFs.

What

SFID

String

Required

<iflnd-
ex>.<SFID>e.g.
17.123456

Service Flow ID
of the SF relative
to its RFI MAC
layer interface, in
dotted decimal
notation

What

serviceClass-
Name

String

Required

e.g. GoldDn,
GoldUp,Sil-
verDn, SilverUp

Service Class
Name (SCN) of
the Service Flow

What

SFdirection

String

Required

Downstream |
Upstream

Direction of the
SF from the
CMTS cable in-
terface

What

octetsPassed

unsignedLong

Required

64-bit counter, in
decimal notation

64-bit absolute
counter value of
octets passed by
this SF

What

pktsPassed

unsignedLong

Required

64-bit counter, in
decimal notation

64-bit absolute
counter value of
packets passed
by this SF

What

SLADropPkts

unsignedLong

Required

64-bit counter, in
decimal notation

64-bit absolute
counter value of
packets dropped
exceeding SLA
by this SF (Up-
stream counters
recorded at the
CMTS only.)

What

SLADelayPkts

unsignedLong

Optional

64-bit counter, in
decimal notation

64-bit absolute
counter value of
packets delayed
exceeding SLA
by this SF (Up-
stream counters
recorded at the
CMTS only.)
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B.2 Example IPDR XML Subscriber Usage Billing Records

The example Subscriber Usage Billing File can be viewed easily via a standard web browser (such as Microsoft
Internet Explorer 6.0) if the DOCSIS schemafile (DOCSIS-3.1-B.0.xsd) is placed in the same directory as the

billing file.

B.2.1 DOCSIS-3.1-B.0.xsd - DOCSIS IPDR Schema File

<?xm version = "1.0" encoding = "UTF-8"?>
<schema tar get Nanespace="http://ww. i pdr. or g/ nanespaces/ i pdr"
xm ns="http://ww.w3. org/ 2001/ XM_Schema"
xm ns:ipdr="http://ww.ipdr.org/namespaces/i pdr"
el enent For nDef aul t =" qual i fi ed"
attri but eFor nDef aul t ="unqual i fi ed"
version="3.1">
<i ncl ude schemalLocation="http://ww.ipdr.org/public/lPDRDoc3. 1. xsd"/>
<el enent nanme="CMIShost Nanme" type="string">
<annot ati on>
<docunent ati on>
CMIS fully qualified donain nane (FQDN) or null.
</ document ati on>
</ annot ati on>
</ el ement >
<el enent nanme="CMISi pAddr ess" type="ipdr:ipV4Addr">
<annot ati on>
<document ati on>
CMIS | Pv4 address. Canonical |P address in period delimted deci mal
</ docunent ati on>
</ annot ati on>
</ el ement >
<el ement nanme="CMISsysUpTi me" type="unsignedlnt">
<annot ati on>
<docurment ati on>
32-bit count of hundredths of a second since systeminitialization,
not ati on.
</ documnent ati on>
</ annot ati on>
</ el ement >
<el enent nanme="subscriberld" type="string">
<annot ati on>
<document ati on>

not ati on.

in deci mal

subscriber identified by Cabl e Modem MAC address, in dash delinited hex

not ati on.
</ docunent ati on>
</ annot ati on>
</ el enent >
<el enent nane="CMlocsi shMode" >
<annot ati on>
<docunent ati on>
CM current DOCSI S registration node.
</ docunent ati on>
</ annot ati on>
<si npl eType>
<restriction base="string">
<enuneration value="1.0"/>
<enuneration value="1.1"/>
<enuneration value="2.0"/>
</restriction>
</ si nmpl eType>
</ el enent >
<el ement nanme="CM pAddress" type="ipdr:ipV4Addr" >
<annot at i on>
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<docunent ati on>
CM current |Pv4 address. Canonical |P address in period delimted decinal
not ati on.
</ docunent ati on>
</ annot ati on>
</ el enent >
<el enent nane="CPEi pAddress" type="string">
<annot at i on>
<docunent ati on>
Comma separated |ist of current CPE | Pv4 addresses using this CMduring the
collection interval or null.
</ docunent ati on>
</ annot ati on>
</ el enent >
<el enent nane="servi ceCl assName" type="string">
<annot ati on>
<docunent ati on>
Service Class Name (SCN) of the Service Flow or null.
</ docunent ati on>
</ annot ati on>
</ el enent >
<el enent nane="SFdirection">
<annot ati on>
<docunent ati on>
Direction of the SF fromthe CMIS cable interface.
</ docunent ati on>
</ annot ati on>
<si npl eType>
<restriction base="string">
<enuner ati on val ue="Downst reant'/ >
<enuner ation val ue="Upstreani/>
</restriction>
</ si npl eType>
</ el enent >
<el ement name="SFtype">
<annot ati on>
<docunent ati on>
"Interin identifies running SFs. "Stop" identifies deleted SFs.
</ docunent ati on>
</ annot ati on>
<si npl eType>
<restriction base="string">
<enuneration value="Interin'/>
<enuneration val ue="Stop"/>
</restriction>
</ si npl eType>
</ el enent >
<el enent nane="SFI D' type="string">
<annot ati on>
<docunent ati on>
Service Flow IDincluding its RFI MAC interface identifier. Fornatted as
"iflndex.SFID' in decimal notation.
</ docunent ati on>
</ annot ati on>
</ el enent >
<el ement nane="oct et sPassed" type="unsi gnedLong">
<annot ati on>
<docunent ati on>
64-bit absolute counter value of octets passed by this SF.
</ docunent ati on>
</ annot ati on>
</ el enent >
<el enent nane="pkt sPassed" type="unsi gnedLong">
<annot ati on>
<docunent ati on>
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64-bit absolute counter val ue of packets passed by this SF
</ docunent ati on>
</ annot ati on>
</ el ement >
<el enent nane="SLAdr opPkts" type="unsi gnedLong">
<annot ati on>
<docunent ati on>
64-bit absolute counter val ue of packets dropped exceeding SLA b
(Upstreamis CMIS-side counter only)
</ docunent ati on>
</ annot ati on>
</ el ement >
<el ement nane="SLAdel ayPkts" type="unsi gnedLong">
<annot ati on>
<docunent ati on>
64-bit absolute counter value of packets del ayed exceeding SLA b
(Upstreamis CMIS-side counter only).
</ documnent ati on>
</ annot ati on>
</ el ement >
<conpl exType nane="DOCSI| S- Type" >
<conpl exCont ent >
<ext ensi on base="i pdr: | PDRType" >

<sequence>
<el ement ref="ipdr: CM'Shost Nanme"/ >
<el ement ref="ipdr: CMISi pAddr ess"/ >
<el enent ref="ipdr: CMISsysUpTi ne"/ >
<el ement ref="ipdr:subscriberld"/>
<el ement ref="ipdr: CMlocsi sMbde"/ >
<el enent ref="ipdr:CM pAddress"/>
<el ement ref="ipdr: CPEi pAddress"/>
<el ement ref="ipdr: SFtype"/>
<el enent ref="ipdr:SFID'/>
<el ement ref="ipdr:serviceC assNanme"/>
<el ement ref="ipdr: SFdirection"/>
<el enent ref="ipdr:octetsPassed"/>
<el ement ref="ipdr: pktsPassed"/>
<el ement ref="ipdr: SLAdropPkts"/>
<el enent ref="ipdr: SLAdel ayPkts"/>

</ sequence>
</ ext ensi on>
</ conpl exCont ent >
</ conpl exType>

y this SF

y this SF

</ schema>

B.2.2 Example IPDRDoc XML File Containing DOCSIS Subscriber Usage IPDRs

<?xm version="1.0" encodi ng="UTF- 8" ?>
<| PDRDoc xm ns="http://ww. i pdr.org/nanespaces/i pdr"

xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"

xsi : schemaLocati on="DOCSI S- 3. 1- B. 0. xsd"

docl d="3d07ba27- 0000- 0000- 0000- 1a2b3c4d5e6f "

creationTi me="2002-06-12T21: 16: 232"

| PDRRecor der | nf o="cnt s01. nso. cont

version="3.1">

<| PDR xsi : type="DOCSI S- Type" >
<| PDRcr eat i onTi ne>2002- 06- 12T21: 11: 51Z</ | PDRcr eat i onTi nme>
<CMI'Shost Nane>cnt s01. ns0. conx/ CMI'Shost Nane>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTSsysUpTi me>15692100</ CMISsysUpTi ne>
<subscriberld>11-11-11-11-11-11</ subscri ber | d>
<CMdocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 252</ CM pAddr ess>
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<CPEi pAddr ess>1. 1. 4. 1</ CPEi pAddr ess>
<SFt ype>St op</ SFt ype>
<SFI D>16. 2323</ SFI D>
<servi ceCl assNanme>Pri mar yUp</ servi ceCl assNanme>
<SFdi recti on>Upst r ean</ SFdi r ecti on>
<oct et sPassed>108</ oct et sPassed>
<pkt sPassed>1</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : t ype="DOCSI S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 11: 51Z</ | PDRcr eat i onTi me>
<CMTShost Nane>cnt s01. nso. conk/ CMIShost Name>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTSsysUpTi me>15692100</ CMISsysUpTi ne>
<subscriberld>11-11-11-11-11-11</ subscri ber| d>
<CMlocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 252</ CM pAddr ess>
<CPEi pAddr ess>1. 1. 4. 1</ CPEi pAddr ess>
<SFt ype>St op</ SFt ype>
<SFI D>16. 2324</ SFI D>
<servi ceCl assNanme>Pri maryDn</ servi ceCl assNanme>
<SFdi r ecti on>Downst r eam</ SFdi r ecti on>
<oct et sPassed>108</ oct et sPassed>
<pkt sPassed>1</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 11: 51Z</ | PDRcr eat i onTi me>
<CMrI'shost Name>cnt s01. nso. com</ CMI'Shost Nanme>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTSsysUpTi me>15692100</ CMISsysUpTi ne>
<subscriber|d>11-11-11-11-11-11</subscri ber | d>
<CMdocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 252</ CM pAddr ess>
<CPEi pAddr ess>1. 1. 4. 1</ CPEi pAddr ess>
<SFt ype>St op</ SFt ype>
<SFI D>16. 2325</ SFI D>
<servi ceCl assNane>Si | ver Up</ servi ceCl assName>
<SFdi recti on>Upst r ean</ SFdi recti on>
<oct et sPassed>6930432</ oct et sPassed>
<pkt sPassed>12995</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 11: 51Z</ | PDRcr eat i onTi me>
<CMrI'shost Name>cnt s01. nso. com</ CMI'Shost Nanme>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTSsysUpTi me>15692100</ CMISsysUpTi ne>
<subscriber|d>11-11-11-11-11-11</subscri ber | d>
<CMdocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 252</ CM pAddr ess>
<CPEi pAddress>1. 1. 4. 1</ CPEi pAddr ess>
<SFt ype>St op</ SFt ype>
<SFI D>16. 2326</ SFI D>
<servi ceC assNanme>Sj | ver Dn</ servi ceCl assName>
<SFdi r ecti on>Downst r eam</ SFdi r ecti on>
<oct et sPassed>22002176</ oct et sPassed>
<pkt sPassed>42973</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCCS| S- Type" >
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<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>
<CMTShost Nane>cnt s01. mso. conk/ CMI'Shost Name>
<CMTSi pAddr ess>10. 10. 10. 124</ CMTISi pAddr ess>
<CMTI'SsysUpTi me>15692100</ CMISsysUpTi me>
<subscriberld>11-11-11-11-11-11</ subscri ber| d>
<CMdocsi sMode>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 252</ CM pAddr ess>
<CPEi pAddr ess>1. 1. 4. 1</ CPEi pAddr ess>
<SFtype>I nteri nx/ SFt ype>
<SFI D>16. 2335</ SFI D>
<servi ceCl assNanme>Pri mar yUp</ servi ceCl assNanme>
<SFdi recti on>Upst r eanx/ SFdi r ecti on>
<oct et sPassed>0</ oct et sPassed>
<pkt sPassed>0</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCSI S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>
<CMTShost Nane>cnt s01. nso. conk/ CMI'Shost Name>
<CMTSi pAddr ess>10. 10. 10. 124</ CMTSi pAddr ess>
<CMTI'SsysUpTi me>15692100</ CMISsysUpTi me>
<subscriberld>11-11-11-11-11-11</ subscri ber| d>
<CMdocsi sMode>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 252</ CM pAddr ess>
<CPEi pAddr ess>1. 1. 4. 1</ CPEi pAddr ess>
<SFtype>I nteri nx/ SFt ype>
<SFI D>16. 2336</ SFI D>
<servi ceCl assNanme>Pri mar yDn</ servi ceCl assNanme>
<SFdi r ect i on>Downst r eanx/ SFdi r ecti on>
<oct et sPassed>0</ oct et sPassed>
<pkt sPassed>0</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>
<CMTI'shost Name>cnt s01. nso. com</ CMI'Shost Name>
<CMTSi pAddr ess>10. 10. 10. 124</ CMTSi pAddr ess>
<CMTI'SsysUpTi me>15692100</ CMISsysUpTi me>
<subscriber|d>11-11-11-11-11-11</subscri ber | d>
<CMlocsi sMode>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 252</ CM pAddr ess>
<CPEi pAddr ess>1. 1. 4. 1</ CPEi pAddr ess>
<SFtype>l nteri nx/ SFt ype>
<SFI D>16. 2337</ SFI D>
<servi ceCl assNane>Si | ver Up</ servi ceCl assNanme>
<SFdi recti on>Upst r eanx/ SFdi r ecti on>
<oct et sPassed>2108416</ oct et sPassed>
<pkt sPassed>3664</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>
<CMTI'shost Name>cnt s01. nso. com</ CMI'Shost Nanme>
<CMTSi pAddr ess>10. 10. 10. 124</ CMTSi pAddr ess>
<CMTSsysUpTi me>15692100</ CMISsysUpTi ne>
<subscriber|d>11-11-11-11-11-11</subscri ber|d>
<CMdocsi sMode>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 252</ CM pAddr ess>
<CPEi pAddr ess>1. 1. 4. 1</ CPEi pAddr ess>
<SFtype>l nteri nx/ SFt ype>
<SFI D>16. 2338</ SFI D>
<servi ceCl assNane>Si | ver Dn</ servi ceCl assNanme>
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<SFdi r ect i on>Downst r eanx/ SFdi recti on>
<oct et sPassed>6648320</ oct et sPassed>
<pkt sPassed>12974</ pkt sPassed>

<SLAdr opPkt s>0</ SLAdr opPkt s>

<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>
<I PDR xsi : t ype="DOCS| S- Type" >

<| PDRcr eat i onTi me>2002- 06- 12T21: 11: 46Z</ | PDRcr eat i onTi me>
<CMTShost Nanme>cnt sO1. mso. conk/ CMI'Shost Nanme>

<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTI'SsysUpTi me>15692100</ CMISsysUpTi me>

<subscri ber | d>22-22-22-22-22-22</ subscri ber| d>

<CMdocsi sMbde>1. 1</ CMlocsi sMbde>

<CM pAddr ess>10. 70. 30. 254</ CM pAddr ess>

<CPEi pAddress>1.1.3.1, 1.1.3.2, 1.1.3.4</CPEi pAddress>
<SFt ype>St op</ SFt ype>

<SFI D>16. 2321</ SFI D>

<servi ceCl assName>Gol dUp</ servi ceCl assNanme>

<SFdi recti on>Upst r eanx/ SFdi recti on>

<oct et sPassed>16181248</ oct et sPassed>

<pkt sPassed>31604</ pkt sPassed>

<SLAdr opPkt s>0</ SLAdr opPkt s>

<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>
<I PDR xsi : t ype="DOCS| S- Type" >

<| PDRcr eat i onTi ne>2002- 06- 12T21: 11: 46Z</ | PDRcr eat i onTi nme>
<CMrshost Nane>cnt s01. nso. conx/ CMI'Shost Nane>

<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTI'SsysUpTi me>15692100</ CMISsysUpTi me>

<subscri ber| d>22-22-22- 22- 22- 22</ subscri ber | d>

<CMdocsi sMbde>1. 1</ CMlocsi sMbde>

<CM pAddr ess>10. 70. 30. 254</ CM pAddr ess>

<CPEi pAddress>1.1.3.1, 1.1.3.2, 1.1.3.4</CPEi pAddress>
<SFt ype>St op</ SFt ype>

<SFI D>16. 2322</ SFI D>

<servi ceCl assNane>Gol dDn</ servi ced assNane>

<SFdi r ect i on>Downst r eanx/ SFdi recti on>

<oct et sPassed>22268928</ oct et sPassed>

<pkt sPassed>43494</ pkt sPassed>

<SLAdr opPkt s>0</ SLAdr opPkt s>

<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>
<I PDR xsi : t ype="DOCSI S- Type" >

<| PDRcr eat i onTi me>2002- 06- 12T21: 11: 46Z</ | PDRcr eati onTi me>
<CMTShost Nanme>cnt sO1. mso. conk/ CMI'sShost Name>

<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTI'SsysUpTi me>15692100</ CMI'SsysUpTi me>

<subscri ber | d>22-22-22-22-22-22</ subscri ber| d>

<CMdocsi sWbde>1. 1</ CMdocsi shbde>

<CM pAddr ess>10. 70. 30. 254</ CM pAddr ess>

<CPEi pAddress>1.1.3.1, 1.1.3.2, 1.1.3.4</CPEi pAddress>
<SFt ype>St op</ SFt ype>

<SFI D>16. 2319</ SFI D>

<servi ceCl assName>Pri mar yUp</ servi ceCl assNane>

<SFdi recti on>Upst r eanx/ SFdi r ecti on>

<oct et sPassed>91</ oct et sPassed>

<pkt sPassed>1</ pkt sPassed>

<SLAdr opPkt s>0</ SLAdr opPkt s>

<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>
<| PDR xsi : type="DOCS| S- Type" >

<| PDRcr eat i onTi ne>2002- 06- 12T21: 11: 46Z</ | PDRcr eat i onTi nme>
<CMrshost Nane>cnt s01. nso. conx/ CMI'Shost Nane>

<CMTSi pAddr ess>10. 10. 10. 124</ CMTSi pAddr ess>

<CMTI'SsysUpTi me>15692100</ CMI'SsysUpTi me>
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<subscri ber | d>22-22-22-22-22-22</ subscri ber| d>
<CMlocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 30. 254</ CM pAddr ess>
<CPEi pAddress>1.1.3.1, 1.1.3.2, 1.1.3.4</CPEi pAddress>
<SFt ype>St op</ SFt ype>
<SFI D>16. 2320</ SFI D>
<servi ceCl assNanme>Pri maryDn</ servi ceCl assNanme>
<SFdi recti on>Downst r eanx/ SFdi recti on>
<oct et sPassed>91</ oct et sPassed>
<pkt sPassed>1</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>
</ | PDR>
<| PDR xsi : type="DOCCSI S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>
<CMrI'shost Name>cnt s01. nso. com</ CMI'Shost Nanme>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTSsysUpTi me>15692100</ CMISsysUpTi ne>
<subscri ber | d>22- 22- 22- 22- 22- 22</ subscri ber | d>
<CMdocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 30. 254</ CM pAddr ess>
<CPEi pAddress>1.1.3.1, 1.1.3.2, 1.1.3.4</CPEi pAddress>
<SFtype>| nteri nx/ SFt ype>
<SFI D>16. 2333</ SFI D>
<servi ceCl assName>Gol dUp</ servi ceCl assNanme>
<SFdi recti on>Upst r ean</ SFdi recti on>
<oct et sPassed>4623360</ oct et sPassed>
<pkt sPassed>9020</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>
</ | PDR>
<| PDR xsi : type="DOCCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>
<CMr'shost Name>cnt s01. nso. com</ CMI'Shost Nanme>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTSsysUpTi me>15692100</ CMISsysUpTi ne>
<subscri ber | d>22- 22- 22- 22- 22- 22</ subscri ber | d>
<CMdocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 30. 254</ CM pAddr ess>
<CPEi pAddress>1.1.3.1, 1.1.3.2, 1.1.3.4</CPEi pAddress>
<SFtype>| nteri nx/ SFt ype>
<SFI D>16. 2334</ SFI D>
<servi ceCl assNane>Gol dDn</ servi ceCl assNanme>
<SFdi r ecti on>Downst r ean</ SFdi r ecti on>
<oct et sPassed>6939136</ oct et sPassed>
<pkt sPassed>13542</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>
</ | PDR>
<| PDR xsi : type="DOCCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>
<CMTI'shost Name>cnt s01. nso. com</ CMI'Shost Nanme>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTSsysUpTi me>15692100</ CMISsysUpTi ne>
<subscri ber | d>22-22-22-22-22-22</ subscri ber| d>
<CMdocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 30. 254</ CM pAddr ess>
<CPEi pAddress>1.1.3.1, 1.1.3.2, 1.1.3.4</CPEi pAddress>
<SFtype>| nteri nx/ SFt ype>
<SFI D>16. 2331</ SFI D>
<servi ceCl assName>Pri mar yUp</ servi ceCl assNane>
<SFdi recti on>Upst r ean</ SFdi r ecti on>
<oct et sPassed>0</ oct et sPassed>
<pkt sPassed>0</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
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<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>
<CMTShost Nane>cmnt s01. mso. conk/ CMI'Shost Name>
<CMTSi pAddr ess>10. 10. 10. 124</ CMTSi pAddr ess>
<CMTI'SsysUpTi me>15692100</ CMISsysUpTi me>
<subscri ber | d>22-22-22-22-22-22</ subscri ber| d>
<CMdocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 30. 254</ CM pAddr ess>
<CPEi pAddress>1.1.3.1, 1.1.3.2, 1.1.3.4</CPEi pAddress>
<SFtype>l nteri nx/ SFt ype>
<SFI D>16. 2332</ SFI D>
<servi ceCl assNanme>Pri maryDn</ servi ceCl assNanme>
<SFdi r ect i on>Downst r eanx/ SFdi r ecti on>
<oct et sPassed>0</ oct et sPassed>
<pkt sPassed>0</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 11: 22Z</ | PDRcr eat i onTi me>
<CMTI'shost Name>cnt s01. nso. com</ CMI'Shost Name>
<CMTSi pAddr ess>10. 10. 10. 124</ CMTSi pAddr ess>
<CMTI'SsysUpTi me>15692100</ CMISsysUpTi me>
<subscri ber | d>33- 33- 33- 33- 33- 33</ subscri ber | d>
<CMdocsi sMode>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 254</ CM pAddr ess>
<CPEi pAddr ess>1. 1. 2. 1</ CPEi pAddr ess>
<SFt ype>St op</ SFt ype>
<SFI D>16. 2315</ SFI D>
<servi ceCl assName>Pri mar yUp</ servi ceCl assNanme>
<SFdi recti on>Upst r eanx/ SFdi r ecti on>
<oct et sPassed>189</ oct et sPassed>
<pkt sPassed>2</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<I PDR xsi : type="DOCCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 11: 22Z</ | PDRcr eat i onTi me>
<CMTI'shost Name>cnt s01. nso. com</ CMI'Shost Nanme>
<CMTSi pAddr ess>10. 10. 10. 124</ CMTSi pAddr ess>
<CMTI'SsysUpTi me>15692100</ CMISsysUpTi me>
<subscri ber| d>33- 33- 33- 33- 33- 33</ subscri ber | d>
<CMdocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 254</ CM pAddr ess>
<CPEi pAddr ess>1. 1. 2. 1</ CPEi pAddr ess>
<SFt ype>St op</ SFt ype>
<SFI D>16. 2316</ SFI D>
<servi ceCl assNanme>Pri maryDn</ servi ceCl assNanme>
<SFdi r ect i on>Downst r eanx/ SFdi r ecti on>
<oct et sPassed>189</ oct et sPassed>
<pkt sPassed>2</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 11: 22Z</ | PDRcr eat i onTi me>
<CMrI'shost Name>cnt s01. nso. com</ CMI'Shost Nanme>
<CMTSi pAddr ess>10. 10. 10. 124</ CMTSi pAddr ess>
<CMTSsysUpTi me>15692100</ CMISsysUpTi ne>
<subscri ber | d>33- 33- 33- 33- 33- 33</ subscri ber | d>
<CMdocsi sMode>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 254</ CM pAddr ess>
<CPEi pAddr ess>1. 1. 2. 1</ CPEi pAddr ess>
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<SFt ype>St op</ SFt ype>
<SFI D>16. 2317</ SFI D>
<servi ceC assNanme>Pl ati nunJp</ servi ceCl assNane>
<SFdi recti on>Upst r ean</ SFdi r ecti on>
<oct et sPassed>22837248</ oct et sPassed>
<pkt sPassed>44604</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCSI S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 11: 22Z</ | PDRcr eat i onTi me>
<CMTShost Nanme>cnt sO1. mso. conk/ CMI'sShost Name>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTI'SsysUpTi me>15692100</ CMISsysUpTi me>
<subscri ber | d>33- 33- 33- 33- 33- 33</ subscri ber | d>
<CMdocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 254</ CM pAddr ess>
<CPEi pAddress>1. 1. 2. 1</ CPEi pAddr ess>
<SFt ype>St op</ SFt ype>
<SFI D>16. 2318</ SFI D>
<servi ceC assNanme>Pl ati nunDn</ servi ceCl assNane>
<SFdi r ecti on>Downst r eam</ SFdi r ecti on>
<oct et sPassed>22976512</ oct et sPassed>
<pkt sPassed>44876</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi :type="DOCCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>
<CMTShost Nanme>cnt sO1. mso. conk/ CMI'Shost Name>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTI'SsysUpTi me>15692100</ CMISsysUpTi me>
<subscri ber | d>33- 33- 33- 33- 33- 33</ subscri ber| d>
<CMdocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 254</ CM pAddr ess>
<CPEi pAddress>1. 1. 2. 1</ CPEi pAddr ess>
<SFtype>| nteri n</ SFt ype>
<SFI D>16. 2327</ SFI D>
<servi ceCl assName>Pri mar yUp</ servi ceCl assNane>
<SFdi recti on>Upst r ean</ SFdi recti on>
<oct et sPassed>0</ oct et sPassed>
<pkt sPassed>0</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi :type="DOCCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>
<CMTShost Nanme>cnt sO1. mso. conk/ CMI'sShost Name>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTI'SsysUpTi me>15692100</ CMI'SsysUpTi me>
<subscri ber | d>33- 33- 33- 33- 33- 33</ subscri ber| d>
<CMdocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 254</ CM pAddr ess>
<CPEi pAddress>1. 1. 2. 1</ CPEi pAddr ess>
<SFtype>l nteri nx/ SFt ype>
<SFI D>16. 2328</ SFI D>
<servi ceCl assName>Pri mar yDn</ servi ceCl assNane>
<SFdi r ect i on>Downst r eanx/ SFdi r ect i on>
<oct et sPassed>0</ oct et sPassed>
<pkt sPassed>0</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>

177



SP-0OSSIv2.0-105-040407 Data-Over-Cable Service Interface Specifications

<CMTShost Nane>cnt s01. mso. conk/ CMI'Shost Name>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTSsysUpTi me>15692100</ CMISsysUpTi ne>
<subscri ber | d>33- 33- 33- 33- 33- 33</ subscri ber | d>
<CMdocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 254</ CM pAddr ess>
<CPEi pAddr ess>1. 1. 2. 1</ CPEi pAddr ess>
<SFtype>| nteri nx/ SFt ype>
<SFI D>16. 2329</ SFI D>
<servi ceCl assNanme>Pl at i numJp</ servi ceCl assName>
<SFdi recti on>Upst r ean</ SFdi r ecti on>
<oct et sPassed>7704064</ oct et sPassed>
<pkt sPassed>15036</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCSI S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>
<CMTShost Nane>cnt s01. nso. conk/ CMIShost Name>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTSsysUpTi me>15692100</ CMISsysUpTi ne>
<subscri ber | d>33- 33- 33- 33- 33- 33</ subscri ber | d>
<CMdocsi sMbde>1. 1</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 254</ CM pAddr ess>
<CPEi pAddr ess>1. 1. 2. 1</ CPEi pAddr ess>
<SFtype>| nteri nx/ SFt ype>
<SFI D>16. 2330</ SFI D>
<servi ceCl assNanme>Pl at i nunDn</ servi ceCl assName>
<SFdi rect i on>Downst r eanx/ SFdi recti on>
<oct et sPassed>7703552</ oct et sPassed>
<pkt sPassed>15035</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>
<CMTI'shost Name>cnt s01. nso. com</ CMI'Shost Nanme>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTSsysUpTi me>15692100</ CMISsysUpTi ne>
<subscri ber | d>44- 44- 44- 44- 44- 44</ subscri ber | d>
<CMdocsi sMbde>1. 0</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 200</ CM pAddr ess>
<CPEi pAddr ess>1. 1. 2. 100</ CPEi pAddr ess>
<SFtype>| nteri nx/ SFt ype>
<SFI D>16. 2401</ SFI D>
<servi ceCl assNane/ >
<SFdi recti on>Upst r ean</ SFdi r ecti on>
<oct et sPassed>7704064</ oct et sPassed>
<pkt sPassed>15036</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>

</ | PDR>

<| PDR xsi : type="DOCCS| S- Type" >
<| PDRcr eat i onTi me>2002- 06- 12T21: 16: 23Z</ | PDRcr eat i onTi me>
<CMTShost Nanme>cnt sO1. mso. conk/ CMI'Shost Name>
<CMTSi pAddr ess>10. 10. 10. 124</ CMI'Si pAddr ess>
<CMTSsysUpTi me>15692100</ CMISsysUpTi ne>
<subscri ber | d>44- 44- 44- 44- 44- 44<] subscri ber | d>
<CMdocsi sMbde>1. 0</ CMlocsi sMbde>
<CM pAddr ess>10. 70. 31. 200</ CM pAddr ess>
<CPEi pAddress>1. 1. 2. 100</ CPEi pAddr ess>
<SFtype>| nteri nx/ SFt ype>
<SFI D>16. 2402</ SFI D>
<servi ceCl assNane/ >
<SFdi r ecti on>Downst r eam</ SFdi r ecti on>
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<oct et sPassed>7703552</ oct et sPassed>
<pkt sPassed>15035</ pkt sPassed>
<SLAdr opPkt s>0</ SLAdr opPkt s>
<SLAdel ayPkt s>0</ SLAdel ayPkt s>
</ | PDR>
<| PDRDoc. End count ="26" endTi ne="2002- 06- 12T21: 16: 262"/ >
</ | PDRDoc>
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Annex C SNMPv2c INFORM Request Definition for Subscriber Account
Management (SAM) (normative)

The INFORM Request definition of account management will be specified in this section by the ECR/ECO/ECN
process.
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Annex D Format and Content for Event, SYSLOG, and SNMP Trap
(normative)

Thelist in this Annex summarizes the format and content for event, syslog, and SNMP trap.

Each row specifies a possible event that may appear in the CM or CMTS. These events are to be reported by a
cable device through local event logging, and may be accompanied by syslog or SNMP trap.

The first and second columns indicate in which stage the event happens. The third and fourth columns indicate
the priority it isassigned in the CM or CMTS. These priorities are the same is reported in the docsDevEvL evel
object in the cable device MIB and in the LEVEL field of asyslog.

The fifth column specifiesthe event text, which isreported in the docsDevEvText object of the cable device MIB
and the text field of the syslog. The sixth column provides additional information about the event text in the fifth
column. Some of the text fields include variable information. The variables are explained in the sixth column.
Some of the variables are only required in the SY SLOG and are described in the sixth column too. Additional

vendor specific text MAY be added to the end of the event text.

The next column specifies the error code. The eighth column indicates a unique identification number for the
event, which is assigned to the docsDevEvId object in the MIB and the <eventld> field of asyslog . The final
column specifies the SNMP trap, which notifies this event to a SNMP event receiver.

Therulesto uniquely generate an event ID from the error code are described in Section 7.4.2.2.2. Please note that
the algorithm in Section 7.4.2.2.2 will generate a hexadecimal number. The event IDs in this list have been
converted to decimal integers from the hexadecimal number.

The syslog format is specified in Section 7.4.2.2.2 of this document.
The SNMP traps are defined in the cable device trap MIB.

To better illustrate the table, let us take the example of the first row in the section of DYNAMIC SERVICE
REQUEST.

The first and second columns are “ Dynamic Services’ and “ Dynamic Service Request”. The event priority is
“Error” in acable modem and “Warning” in a cable modem termination system. The event Id is 1392509184.
The event text is“ Service Add rejected - Unspecified reason”. The sixth column reads “ For SY SLOG only
append: MAC addr: <P1> P1=Mac Addr of CMTS (for CM) or CM (for CMTS)”". Thisisanote about the
SYSLOG. That isto say, the syslog text body will be of the form “ Service Add rejected - Unspecified reason -
MAC addr: x1 x2 x3 x4 x5 x6".

Thelast column, “TRAP NAME”, is docsDevCmDynServRegFail Trap, docsDevCmtsDynServRegFail Trap.
This indicates that the event is notified by the SNMP trap docsDevCmDynServReqgFail Trap in a cable modem

and docsDevCmtsDynServReqFail TrapinaCMTS.2 3 4

L Added the last sentence per ECN OSS2-N-03083 by GO on 11/17/03.

2 Revised table on following page per ECN OSS2-N-02235 by GO on 02/11/03.
Revised Error Code Set E206.0-E208.0 per ECN OSS2-N-03010 by GO on 02/26/03.
Revised Process BPKM CM PRIORITY per ECN OSS2-N-03017 by GO on 03/20/03.

w

e
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Message Error
Proces Sub- CM CMTS Event Notes And Code Event
S Process Priority Priority Messsage Details Set ID Trap Name
DOWNSTREAM ACQUISITION FAILED
Init DOWN- Critical SYNC Timing T01.0 84000100
STREAM Synchronization
ACQUISI- failure - Failed to
TION acquire QAM/
QPSK symbol
timing
Init DOWN- Critical SYNC Timing T02.0 84000200
STREAM Synchronization
ACQUISI- failure - Failed to
TION acquire FEC
framing
Init DOWN- Critical SYNC Timing To2.1 84000201
STREAM Synchronization
ACQUISI- failure, Acquired
TION FEC framing -
Failed to ac-
quire MPEG2
Sync
Init DOWN- Critical SYNC Timing T03.0 84000300
STREAM Synchronization
ACQUISI- failure - Failed to
TION acquire MAC
framing
Init DOWN- Critical SYNC Timing T04.0 84000400
STREAM Synchronization
ACQUISI- failure - Failed to
TION receive MAC
SYNC frame
within time-out
period
Init DOWN- Critical SYNC Timing T05.0 84000500
STREAM Synchronization
ACQUISI- failure - Loss of
TION Sync
FAILED TO OBTAIN UPSTREAM PARAMETERS
Init OBTAIN Critical No UCDs Re- uo1.0 85000100
UP- ceived - Timeout
STREAM
PARAME-
TERS
Init OBTAIN Critical UCD invalid or u02.0 85000200
UP- channel unus-
STREAM able
PARAME-
TERS
Init OBTAIN Critical UCD & SYNC uo04.0 85000400
UP- valid - NO MAPS
STREAM for this channel
PARAME-
TERS
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Message Error
Proces Sub- CM CMTS Event Notes And Code Event
S Process Priority Priority Messsage Details Set ID Trap Name
Init OBTAIN Critical US channel wide u06.0 85000600
UP- parameters not
STREAM set before Burst
PARAME- Descriptors
TERS
MAP Upstream Bandwidth Allocation
Any Any informa- Infor- A transmit op- M01.0 77000100
tional mation- portunity was
al missed because
the MAP arrived
too late.
RANGING FAILED : RNG-REQ RANGING REQUEST
Init RANG- Critical No Maintenance R01.0 82000100
ING Broadcasts for

Ranging oppor-
tunities received

- T2 time-out
Init RANG- Critical Received Re- R04.0 82000400
ING sponse to
Broadcast Main-
tenance Re-

quest, But no
Unicast Mainte-
nance opportuni-
ties received -

T4 timeout
Init RANG- Warn- No Ranging Re- R101.0 | 82010100
ING ing guests received

from POLLED
CM (CMTS gen-
erated polls).

Init RANG- Warn- Retries exhaust- R102.0 | 82010200
ING ing ed for polled CM
(report MAC ad-
dress). After 16
R101.0 errors.

Init RANG- Warn- Unable to Suc- Note: this is R103.0 | 82010300
ING ing cessfully Range different from
CM (report MAC R102.0 in that
address) Re- it was able to
tries Exhausted. try, i.e. got
REQs but
failed to Range
properly.
Init RANG- Warn- Failed to re- R104.0 | 82010400
ING ing ceive Periodic

RNG-REQ from
modem (SID X),

timing-out SID.
RANGING FAILED : RNG-RSP RANGING RESPONSE
Init RANG- Critical No Ranging Re- R02.0 82000200
ING sponse received
- T3 time-out
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Proces
S

Sub-
Process

CM
Priority

CMTS

Priority

Event
Messsage

Message
Notes And
Details

Error
Code
Set

Event
ID

Trap Name

Init

RANG-
ING

Critical

Ranging Re-
guest Retries ex-
hausted

R03.0

82000300

Init

RANG-
ING

Critical

Started Unicast
Maintenance
Ranging - No
Response re-
ceived - T3 time-
out

R05.0

82000500

Init

RANG-
ING

Critical

Unicast Mainte-
nance Ranging
attempted - No
response - Re-
tries exhausted

R06.0

82000600

Init

RANG-
ING

Critical

Unicast Rang-
ing Received
Abort Response
- Re-initializing
MAC

R07.0

82000700

TOD FAILED Before Registration

Init

TOD

Warning

ToD request sent
- No Response
received

D04.1

68000401

Init

TOD

Warning

ToD Response
received - Invalid
data format

D04.2

68000402

TOD FAILED After Re

gistration

TOD

Error

ToD request
sent- No Re-
sponse received

D04.3

68000403

docsDevCm-
TODFailTrap

TOD

Error

ToD Response
received - Invalid
data format

D04.4

68000404

docsDevCm-
TODFailTrap

DHCP and

TFTP FAILED - before registration

Init

DHCP

Critical

DHCP FAILED -
Discover sent,
no offer received

D01.0

68000100

Init

DHCP

Critical

DHCP FAILED -
Request sent,
No response

D02.0

68000200

Init

DHCP

Critical

DHCP FAILED -
Requested Info
not supported.

D03.0

68000300

Init

DHCP

Critical

DHCP FAILED -
Response
doesn’t contain
ALL the valid
fields as de-
scribed in the
RFI spec Annex
D

D03.1

68000301

Init

TFTP

Critical

TFTP failed -
Request sent -

No Response

D05.0

68000500
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Message Error
Proces Sub- CM CMTS Event Notes And Code Event
S Process Priority Priority Messsage Details Set ID Trap Name
Init TFTP Critical TFTP failed - For SYSLOG D06.0 68000600
configuration file | only: append:
NOT FOUND File name =
<P1> P1 =re-
quested file
name
Init TFTP Critical TFTP Failed - D07.0 68000700
OUT OF OR-
DER packets
Init TFTP Critical TFTP file com- For SYSLOG D08.0 68000800
plete - butfailed | only: append:
Message Integri- | File name =
ty check MIC <P1> P1 = file-
name of TFTP
file
Init TFTP Critical TFTP file com- D09.0 68000900
plete - but miss-
ing mandatory
TLV
Init TFTP Critical TFTP Failed - D10.0 68001000
file too big
Init TFTP Critical TFTP file com- For SYSLOG D11.0 68001100
plete- but only: append:
doesn't enable File name =
2.0 Mode - con- <P1> P1 = file-
flicts with cur- name of TFTP
rent US channel file
type
REGISTRATION FAILED (REG-REQ REGISTRATION REQUEST)
Init REGIS- Warn- Service unavail- For CMTS 104.0 73000400 docsDevC-
TRATION ing able - Other SYSLOG only, mtslnitRe-
RE- append: MAC gReqgFailTrap
QUEST Addr: <P1>.
P1=CM MAC
address
Init REGIS- Warn- Service unavail- For CMTS 104.1 73000401 docsDevC-
TRATION ing able - Unrecog- SYSLOG only, mtsinitRe-
RE- nized configura- append: MAC gRegFailTrap
QUEST tion setting Addr: <P1>.
P1=CM MAC
address
Init REGIS- Warn- Service unavail- For CMTS 104.2 73000402 docsDevC-
TRATION ing able - Temporari- | SYSLOG only, mtslnitRe-
RE- ly unavailable append: MAC gRegFailTrap
QUEST Addr: <P1>.
P1=CM MAC
address
Init REGIS- Warn- Service unavail- For CMTS 104.3 73000403 docsDevC-
TRATION ing able - Perma- SYSLOG only, mtslnitRe-
RE- nent append: MAC gReqgFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
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Message Error
Proces Sub- CM CMTS Event Notes And Code Event
S Process Priority Priority Messsage Details Set ID Trap Name
Init REGIS- Warn- Registration re- For CMTS 105.0 73000500 docsDevC-
TRATION ing jected authenti- SYSLOG only, mtslnitRe-
RE- cation failure: append: MAC gReqgFailTrap
QUEST CMTS MIC in- Addr: <P1>.P1
valid = CM MAC ad-
dress
Init REGIS- Warn- REG REQ has For CMTS 1101.0 73010100 docsDevC-
TRATION ing Invalid MAC SYSLOG only, mtsinitRe-
RE- header append: MAC gRegFailTrap
QUEST Addr: <P1>.
P1=CM MAC
address
Init REGIS- Warn- REG REQ has For CMTS 1102.0 73010200 docsDevC-
TRATION ing Invalid SID or SYSLOG only, mtslnitRe-
RE- not in use append: MAC gRegFailTrap
QUEST Addr: <P1>.
P1=CM MAC
address
Init REGIS- Warn- REG REQ For CMTS 1104.0 73010400 docsDevC-
TRATION ing missed Required | SYSLOG only, mtslnitRe-
RE- TLVs append: MAC gReqgFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad DS FREQ - For CMTS 1105.0 73010500 docsDevC-
TRATION ing Format Invalid SYSLOG only, mtsinitRe-
RE- append: MAC gRegFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad DS FREQ - For CMTS 1105.1 73010501 docsDevC-
TRATION ing Not in use SYSLOG only, mtslnitRe-
RE- append: MAC gRegFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad DS FREQ - For CMTS 1105.2 73010502 docsDevC-
TRATION ing Not Multiple of SYSLOG only, mtslnitRe-
RE- 62500 Hz append: MAC gReqgFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad USCH - In- | For CMTS 1106.0 73010600 docsDevC-
TRATION ing valid or Unas- SYSLOG only, mtsinitRe-
RE- signed append: MAC gRegFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad US CH - For CMTS 1106.1 73010601 docsDevC-
TRATION ing Change fol- SYSLOG only, mtsinitRe-
RE- lowed with (RE-) | append: MAC gRegFailTrap
QUEST Registration Addr: <P1>.P1
REQ = CM MAC ad-
dress
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Message Error
Proces Sub- CM CMTS Event Notes And Code Event
S Process Priority Priority Messsage Details Set ID Trap Name
Init REGIS- Warn- Bad US CH - For CMTS 1107.0 73010700 docsDevC-
TRATION ing Overload SYSLOG only, mtslnitRe-
RE- append: MAC gReqgFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Network Access For CMTS 1108.0 73010800 docsDevC-
TRATION ing has Invalid Pa- SYSLOG only, mtsinitRe-
RE- rameter append: MAC gRegFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad Class of For CMTS 1109.0 73010900 docsDevC-
TRATION ing Service - Invalid SYSLOG only, mtslnitRe-
RE- Configuration append: MAC gRegFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad Class of For CMTS 1110.0 73011000 docsDevC-
TRATION ing Service - Unsup- | SYSLOG only, mtslnitRe-
RE- ported class append: MAC gReqgFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad Class of For CMTS 1111.0 73011100 docsDevC-
TRATION ing Service - Invalid SYSLOG only, mtsinitRe-
RE- classID oroutof | append: MAC gReqgFailTrap
QUEST range Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad Max DS Bit For CMTS 1112.0 73011200 docsDevC-
TRATION ing Rate - Invalid SYSLOG only, mtsinitRe-
RE- Format append: MAC gRegFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad Max DS Bit For CMTS 1112.1 73011201 docsDevC-
TRATION ing Rate Unsupport- | SYSLOG only, mtslnitRe-
RE- ed Setting append: MAC gReqgFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad Max US Bit For CMTS 1113.0 73011300 docsDevC-
TRATION ing - Invalid Format | SYSLOG only, mtsinitRe-
RE- append: MAC gRegFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad Max US Bit For CMTS 1113.1 73011301 docsDevC-
TRATION ing Rate - Unsup- SYSLOG only, mtsinitRe-
RE- ported Setting append: MAC gRegFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress

189




SP-OSSIv2.0-105-040407

Data-Over-Cable Service Interface Specifications

Message Error
Proces Sub- CM CMTS Event Notes And Code Event
S Process Priority Priority Messsage Details Set ID Trap Name
Init REGIS- Warn- Bad US Priority For CMTS 1114.0 73011400 docsDevC-
TRATION ing Configuration - SYSLOG only, mtslnitRe-
RE- Invalid Format append: MAC gReqgFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad US Priority For CMTS 1114.1 73011401 docsDevC-
TRATION ing Configuration - SYSLOG only, mtsinitRe-
RE- Setting out of append: MAC gReqgFailTrap
QUEST Range Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Bad Guaran- For CMTS 1115.0 73011500 docsDevC-
TRATION ing teed Min US CH SYSLOG only, mtsinitRe-
RE- Bit rate Configu- | append: MAC gReqgFailTrap
QUEST ration setting - Addr: <P1>.P1
Invalid Format = CM MAC ad-
dress
Init REGIS- Warn- Bad Guaran- For CMTS 1115.1 73011501 docsDevC-
TRATION ing teed Min US CH SYSLOG only, mtslnitRe-
RE- Bit rate Configu- | append: MAC gReqgFailTrap
QUEST ration setting - Addr: <P1>.P1
Exceed Max US = CM MAC ad-
Bit Rate dress
Init REGIS- Warn- Bad Guaran- For CMTS 1115.2 73011502 docsDevC-
TRATION ing teed Min US CH SYSLOG only, mtsinitRe-
RE- Bit rate Configu- | append: MAC gReqgFailTrap
QUEST ration setting - Addr: <P1>.P1
Out of Range = CM MAC ad-
dress
Init REGIS- Warn- Bad Max US CH For CMTS 1116.0 73011600 docsDevC-
TRATION ing Transmit Burst SYSLOG only, mtslnitRe-
RE- configuration append: MAC gReqgFailTrap
QUEST setting - Invalid Addr: <P1>.P1
Format = CM MAC ad-
dress
Init REGIS- Warn- Bad Max USCH | For CMTS 1116.1 73011601 docsDevC-
TRATION ing Transmit Burst SYSLOG only, mtslnitRe-
RE- configuration append: MAC gReqgFailTrap
QUEST setting - Out of Addr: <P1>.P1
Range =CM MAC ad-
dress
Init REGIS- Warn- Invalid Modem For CMTS 1117.0 73011700 docsDevC-
TRATION ing Capabilities con- | SYSLOG only, mtsinitRe-
RE- figuration setting | append: MAC gReqgFailTrap
QUEST Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- Configurationfile | For CMTS 1118.0 73011800 docsDevC-
TRATION ing contains param- SYSLOG only, mtsinitRe-
RE- eter with the val- | append: MAC gRegFailTrap
QUEST ue outside of Addr:<P1>.P1
the range = CM MAC ad-
dress
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Message Error
Proces Sub- CM CMTS Event Notes And Code Event
S Process Priority Priority Messsage Details Set ID Trap Name
Version 1.1 and 2.0 Specific REG-REQ REGISTRATION REQUEST
Init 1.1and Warn- REG REQ re- For CMTS 1201.0 73020100 docsDevC-
2.0 SPE- ing jected - Unspeci- | SYSLOG only, mtslnitRe-
CIFIC fied reason append: MAC gRegFailTrap
REGIS- Addr: <P1>.P1
TRATION = CM MAC ad-
RE- dress
QUEST
Init 1.1 and Warn- REG REQ re- For CMTS 1201.1 73020101 docsDevC-
2.0 SPE- ing jected - Unrec- SYSLOG only, mtsinitRe-
CIFIC ognized configu- | append: MAC gReqgFailTrap
REGIS- ration setting Addr: <P1>.P1
TRATION = CM MAC ad-
RE- dress
QUEST
Init 1.1 and Warn- REG REQ re- For CMTS 1201.2 73020102 docsDevC-
2.0 SPE- ing jected - tempo- SYSLOG only, mtsinitRe-
CIFIC rary no resource | append: MAC gReqgFailTrap
REGIS- Addr: <P1>.P1
TRATION = CM MAC ad-
RE- dress
QUEST
Init 1.1 and Warn- REG REQ re- For CMTS 1201.3 73020103 docsDevC-
2.0 SPE- ing jected - Perma- SYSLOG only, mtslnitRe-
CIFIC nent administra- append: MAC gRegFailTrap
REGIS- tive Addr: <P1>.P1
TRATION = CM MAC ad-
RE- dress
QUEST
Init 1.1 and Warn- REG REQ re- P1=TLVtypelt | 12014 73020104 docsDevC-
2.0 SPE- ing jected - Re- is up to the mtsinitRe-
CIFIC quired parame- vendor to sup- gReqgFailTrap
REGIS- ter not present port 1 or many-
TRATION <P1> For CMTS
RE- SYSLOG only,
QUEST append: MAC
Addr: <P2>.P2
= CM MAC ad-
dress
Init 1.1 and Warn- REG REQ re- For CMTS 1201.5 73020105 docsDevC-
2.0 SPE- ing jected - Header SYSLOG only, mtsinitRe-
CIFIC suppression set- | append: MAC gReqgFailTrap
REGIS- ting not support- | Addr:<P1>.P1
TRATION ed = CM MAC ad-
RE- dress
QUEST
Init 1.1 and Warn- REG REQ re- For CMTS 1201.6 73020106 docsDevC-
2.0 SPE- ing jected - Multiple SYSLOG only, mtsinitRe-
CIFIC errors append: MAC gRegFailTrap
REGIS- Addr: <P1>.P1
TRATION = CM MAC ad-
RE- dress
QUEST
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Message Error
Proces Sub- CM CMTS Event Notes And Code Event
S Process Priority Priority Messsage Details Set ID Trap Name
Init 1.1 and Warn- REG REQ re- For CMTS 1201.7 73020107 docsDevC-
2.0 SPE- ing jected - duplicate | SYSLOG only, mtslnitRe-
CIFIC reference-ID or append: MAC gReqgFailTrap
REGIS- index in mes- Addr: <P1>.P1
TRATION sage =CM MAC ad-
RE- dress
QUEST
Init 1.1 and Warn- REG REQ re- P1=TLV pa- 1201.8 73020108 docsDevC-
2.0 SPE- ing jected - parame- | rameterFor mtslnitRe-
CIFIC ter invalid for CMTS SYS- gRegFailTrap
REGIS- context <P1> LOG only, ap-
TRATION pend: MAC Ad-
RE- dr: <P2>. P2 =
QUEST CM MAC ad-
dress
Init 1.1 and Warn- REG REQ re- For CMTS 1201.9 73020109 docsDevC-
2.0 SPE- ing jected - Authori- SYSLOG only, mtsinitRe-
CIFIC zation failure append: MAC gReqgFailTrap
REGIS- Addr: <P1>.P1
TRATION = CM MAC ad-
RE- dress
QUEST
Init 1.1 and Warn- REG REQ re- For CMTS 1201.10 | 73020110 docsDevC-
2.0 SPE- ing jected - Major SYSLOG only, mtsinitRe-
CIFIC service flow er- append: MAC gReqgFailTrap
REGIS- ror Addr: <P2>.P2
TRATION = CM MAC ad-
RE- dress
QUEST
Init 1.1 and Warn- REG REQ re- For CMTS 1201.11 | 73020111 docsDevC-
2.0 SPE- ing jected - Major SYSLOG only, mtslnitRe-
CIFIC classifier error append: MAC gReqgFailTrap
REGIS- Addr: <P2>.P2
TRATION = CM MAC ad-
RE- dress
QUEST
Init 1.1 and Warn- REG REQ re- For CMTS 1201.12 | 73020112 docsDevC-
2.0 SPE- ing jected - Major SYSLOG only, mtslnitRe-
CIFIC PHS rule error append: MAC gRegFailTrap
REGIS- Addr: <P2>.P2
TRATION = CM MAC ad-
RE- dress
QUEST
Init 1.1 and Warn- REG REQ re- For CMTS 1201.13 | 73020113 docsDevC-
2.0 SPE- ing jected - Multiple SYSLOG only, mtsinitRe-
CIFIC major errors append: MAC gReqgFailTrap
REGIS- Addr: <P1>.P1
TRATION = CM MAC ad-
RE- dress
QUEST
Init 1.1 and Warn- REG REQ re- P1 = message- | 1201.14 | 73020114 docsDevC-
2.0 SPE- ing jected - Mes- For CMTS mtslnitRe-
CIFIC sage syntax er- SYSLOG only, gReqgFailTrap
REGIS- ror <P1> append: MAC
TRATION Addr: <P2>. P2
RE- = CM MAC ad-
QUEST dress
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Init 1.1 and Warn- REG REQ re- P1 = Service 1201.15 | 73020115 docsDevC-
2.0 SPE- ing jected - Primary Flow Refer- mtslnitRe-
CIFIC service flow er- enceForCMTS gReqgFailTrap
REGIS- ror <P1> SYSLOG only,
TRATION append: MAC
RE- Addr: <P2>.P2
QUEST = CM MAC ad-
dress
1.1 and Warn- REG REQ re- P1 =# of char- | 1201.16 | 73020116 docsDevC-
2.0 SPE- ing jected - Mes- actersFor mtslnitRe-
CIFIC sage too big CMTS SYS- gReqgFailTrap
REGIS- <P1> LOG only, ap-
TRATION pend: MAC Ad-
RE- dr: <P2>. P2 =
QUEST CM MAC ad-
dress
REG-RSP REGISTRATION RESPONSE
Init REGIS- Critical REG-RSP - in- 101.0 73000100
TRATION valid format or
RE- not recognized
SPONSE
Init REGIS- Critical REG RSP not 102.0 73000200
TRATION received
RE-
SPONSE
Init REGIS- Critical REG RSP bad 103.0 73000300
TRATION SID <P1>
RE-
SPONSE
Version 1.1 and 2.0 Specific REG-RSP
Init 1.1 and Critical REG RSP con- P1 = Service 1251.0 73025100
2.0 SPE- tains service Flow ID
CIFIC flow parameters
REGIS- that CM cannot
TRATION support <P1>
RE-
SPONSE
Init 1.1 and Critical REG RSP con- P1 = Service 1251.1 73025101
2.0 SPE- tains classifier Flow ID
CIFIC parameters that
REGIS- CM cannot sup-
TRATION port <P1>
RE-
SPONSE
Init 1.1 and Critical REG RSP con- P1 = Service 1251.2 73025102
2.0 SPE- tains PHS pa- Flow ID
CIFIC rameters that
REGIS- CM cannot sup-
TRATION port <P1>
RE-
SPONSE
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Init 1.1 and Critical Registration 1251.3 73025103
2.0 SPE- RSP rejected
CIFIC unspecified rea-
REGIS- son
TRATION
RE-
SPONSE
Init 1.1 and Critical Registration P1 = message | 12514 73025104
2.0 SPE- RSP rejected
CIFIC message syntax
REGIS- error <P1>
TRATION
RE-
SPONSE
Init 1.1 and Critical Registration P1 =#of char- | 12515 73025105
2.0 SPE- RSP rejected acters
CIFIC message too big
REGIS- <P1>
TRATION
RE-
SPONSE
Version 2.0 Specific REG-RSP
Init 2.0 SPE- War-ning REG-RSP re- 1261. 73026
CIFIC ceived after 0 100
REGIS- REG-ACK. Re-
TRATION turning to 1.x
RES- transmit mode
PONSE
REG-ACK REGISTRATION ACKNOWLEDGEMENT
Init REGIS- Warn- REG aborted no For CMTS 1301.0 73030100 docsDevC-
TRATION ing REG-ACK SYSLOG only, mtsinitRe-
AC- append: MAC gAckFailTrap
KNOWL- Addr: <P1>.P1
EDGE- = CM MAC ad-
MENT dress
Init REGIS- Warn- REG ACK reject- | For CMTS 1302.0 73030200 docsDevC-
TRATION ing ed unspecified SYSLOG only, mtslnitRe-
Acknowl- reason append: MAC gAckFailTrap
edgement Addr: <P1>.P1
= CM MAC ad-
dress
Init REGIS- Warn- REG ACK reject- | For CMTS 1303.0 73030300 docsDevC-
TRATION ing ed message SYSLOG only, mtsinitRe-
AC- syntax error append: MAC gAckFailTrap
KNOWL- Addr: <P1>.P1
EDGE- = CM MAC ad-
MENT dress
TLV-11 Failures
Init TLV-11 Notice TLV-11 - unrec- 1401.0 73040100 docsDevC-
PARSING ognized OID minitTLVUn-
knownTrap
Init TLV-11 Critical TLV-11 - lllegal 1402.0 73040200 docsDevC-
PARSING Set operation minitTLVUn-
failed knownTrap
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Init TLV-11 Critical TLV-11 - Failed 1403.0 73040300 docsDevC-
PARSING to set duplicate minitTLVUn-
elements knownTrap
SW UPGRADE INIT
SW Up- | SW UP- Notice SW Download For SYSLOG E101.0 | 69010100 docsDevCm-
grade GRADE INIT - Via NMS only, append: SwUpgra-
INIT SWfile: <P1> - delnitTrap
SW server: <
P2>. P1=SW
file name and
P2 = Tftp serv-
er IP address
SW Up- | SW UP- Notice SW Download P1=CMconfig | E102.0 | 69010200 docsDevCm-
grade GRADE INIT - Via Con- file nameFor SwUpgra-
INIT fig file <P1> SYSLOG only, delnitTrap
append: SW
file: <P2>- SW
server: < P3>.
P2 = SW file
name and P3 =
Tftp server IP
address
SW UPGRADE GENERAL FAILURE
SW Up- | SW UP- Error SW Upgrade For SYSLOG E103.0 | 69010300 docsDevCm-
grade GRADE Failed during only, append: SwUpgrade-
GENER- download - Max SWfile: <P1> - FailTrap
AL FAIL- retry exceed (3) SW server: <
URE pP2>. P1=SW
file name and
P2 = Tftp serv-
er IP address
SW Up- | SW UP- Error SW Upgrade For SYSLOG E104.0 | 69010400 docsDevCm-
grade GRADE Failed Before only, append: SwUpgrade-
GENER- Download - SW ile: <P1> - FailTrap
AL FAIL- Server not SW server: <
URE Present P2>. P1=SW
file name and
P2 = Tftp serv-
er IP address
SW Up- | SW UP- Error SW upgrade For SYSLOG E105.0 | 69010500 docsDevCm-
grade GRADE Failed before only, append: SwUpgrade-
GENER- download - File SWile: <P1> - FailTrap
AL FAIL- not Present SW server: <
URE pP2>. P1=SW
file name and
P2 = Tftp serv-
er IP address
SW Up- | SW UP- Error SW upgrade For SYSLOG E106.0 | 69010600 docsDevCm-
grade GRADE Failed before only, append: SwUpgrade-
GENER- download -TFTP | SWfile: <P1>- FailTrap
AL FAIL- Max Retry Ex- SW server: <
URE ceeded P2>. P1=SW
file name and
P2 = Tftp serv-

er IP address
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SW Up- | SW UP- Error SW upgrade For SYSLOG E107.0 | 69010700 docsDevCm-
grade GRADE Failed after only, append: SwUpgrade-
GENER- download -In- SWile: <P1> - FailTrap
AL FAIL- compatible SW SW server: <
URE file pP2>. P1=SW
file name and
P2 = Tftp serv-
er IP address
SW Up- | SW UP- Error SW upgrade For SYSLOG E108.0 | 69010800 docsDevCm-
grade GRADE Failed after only, append: SwUpgrade-
GENER- download - SW SWfile: <P1> - FailTrap
AL FAIL- File corruption SW server: <
URE P2>. P1=SW
file name and
P2 = Tftp serv-
er IP address
SW Up- | SW UP- Error Disruption dur- For SYSLOG E109.0 | 69010900 docsDevCm-
grade GRADE ing SW down- only, append: SwUpgrade-
GENER- load - Power SWfile: <P1> - FailTrap
AL FAIL- Failure SW server: <
URE P2>. P1=SW
file name and
P2 = Tftp serv-
er IP address
SW Up- | SW UP- Error Disruption dur- For SYSLOG E110.0 | 69011000 docsDevCm-
grade GRADE ing SW down- only, append: SwUpgrade-
GENER- load - RF re- SWile: <P1> - FailTrap
AL FAIL- moved SW server: <
URE pP2>. P1=SW
file name and
P2 = Tftp serv-
er IP address
SW UPGRADE SUCCESS
SW Up- | SW UP- Notice SW download For SYSLOG E111.0 69011100 docsDevCm-
grade GRADE Successful - Via only, append: SwUp-
SUC- NMS SW file: <P1> - gradeSuc-
CESS SW server: < cessTrap
P2>. P1=SW
file name and
P2 = Tftp serv-
er IP address
SW Up- | SW UP- Notice SW download For SYSLOG E112.0 | 69011200 docsDevCm-
grade GRADE Successful - Via only, append: SwUp-
SUC- Config file SW file: <P1> - gradeSuc-
CESS SW server: < cessTrap
P2>. P1=SW
file name and
P2 = Tftp serv-
er IP address
DHCP FAILURE AFTER CM HAS REGISTERED WITH THE CMTS
DHCP Error DHCP RENEW D101.0 | 68010100 docsDevCm-
sent - No re- DHCPFail-
sponse Trap
DHCP Error DHCP REBIND D102.0 | 68010200 docsDevCm-
sent - No re- DHCPFail-
sponse Trap
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DHCP Error DHCP RENEW D103.0 | 68010300 docsDevCm-
sent - Invalid DHCPFail-
DHCP option Trap
DHCP Error DHCP REBIND D104.0 | 68010400 docsDevCm-
sent - Invalid DHCPFail-
DHCP option Trap
DYNAMIC SERVICE REQUEST
DY- DYNAM- Error Warn- Service Add re- For SYSLOG $01.0 83000100 docsDevCm-
NAMIC IC SER- ing jected - Unspeci- | only append: DynServReg-
SER- VICE RE- fied reason MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServReqgFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.1 83000101 docsDevCm-
NAMIC IC SER- ing jected - Unrec- only append: DynServReg-
SER- VICE RE- ognized configu- | MAC addr: FailTrap,
VICES QUEST ration setting <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.2 83000102 docsDevCm-
NAMIC IC SER- ing jected - Tempo- only append: DynServReg-
SER- VICE RE- rary no resource MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.3 83000103 docsDevCm-
NAMIC IC SER- ing jected - Perma- only append: DynServReg-
SER- VICE RE- nent administra- MAC addr: FailTrap,
VICES QUEST tive <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.4 83000104 docsDevCm-
NAMIC IC SER- ing jected - Re- only append: DynServReg-
SER- VICE RE- quired parame- MAC addr: FailTrap,
VICES QUEST ter not present <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.5 83000105 docsDevCm-
NAMIC IC SER- ing jected - Header only append: DynServReg-
SER- VICE RE- suppression set- | MAC addr: FailTrap,
VICES QUEST ting not support- | <P1> P1= docsDevC-
ed Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
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DY- DYNAM- Error Service Add re- For SYSLOG S01.6 83000106 docsDevCm-
NAMIC IC SER- jected - Service only append: DynServReg-
SER- VICE RE- flow exists MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S0L.7 83000107 docsDevCm-
NAMIC IC SER- ing jected - HMAC only append: DynServReq-
SER- VICE RE- Auth failure MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.8 83000108 docsDevCm-
NAMIC IC SER- ing jected - Add only append: DynServReq-
SER- VICE RE- aborted MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.9 83000109 docsDevCm-
NAMIC IC SER- ing jected - Multiple only append: DynServReq-
SER- VICE RE- errors MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.10 | 83000110 docsDevCm-
NAMIC IC SER- ing jected - Classifi- only append: DynServReq-
SER- VICE RE- er not found MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Service Add re- For SYSLOG S01.11 | 83000111 docsDevCm-
NAMIC IC SER- jected - Classifi- only append: DynServReq-
SER- VICE RE- er exists MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.13 | 83000113 docsDevCm-
NAMIC IC SER- ing jected - PHSrule | only append: DynServReq-
SER- VICE RE- exists MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
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DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.14 | 83000114 docsDevCm-
NAMIC IC SER- ing jected - Duplicat- | only append: DynServReg-
SER- VICE RE- ed reference-ID MAC addr: FailTrap,
VICES QUEST or index in mes- <P1> P1= docsDevC-
sage Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.15 | 83000115 docsDevCm-
NAMIC IC SER- ing jected - Multiple only append: DynServReq-
SER- VICE RE- upstream flows MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.16 | 83000116 docsDevCm-
NAMIC IC SER- ing jected - Multiple only append: DynServReq-
SER- VICE RE- downstream MAC addr: FailTrap,
VICES QUEST flows <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.17 | 83000117 docsDevCm-
NAMIC IC SER- ing jected - Classifi- only append: DynServReq-
SER- VICE RE- er for another MAC addr: FailTrap,
VICES QUEST flow <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.18 | 83000118 docsDevCm-
NAMIC IC SER- ing jected - PHSrule | only append: DynServReq-
SER- VICE RE- for another flow MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.19 | 83000119 docsDevCm-
NAMIC IC SER- ing jected - Parame- | only append: DynServReq-
SER- VICE RE- ter invalid for MAC addr: FailTrap,
VICES QUEST context <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.20 | 83000120 docsDevCm-
NAMIC IC SER- ing jected - Authori- only append: DynServReq-
SER- VICE RE- zation failure MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
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DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.21 | 83000121 docsDevCm-
NAMIC IC SER- ing jected - Major only append: DynServReg-
SER- VICE RE- service flow er- MAC addr: FailTrap,
VICES QUEST ror <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.22 | 83000122 docsDevCm-
NAMIC IC SER- ing jected - Major only append: DynServReq-
SER- VICE RE- classifier error MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.23 | 83000123 docsDevCm-
NAMIC IC SER- ing jected - Major only append: DynServReq-
SER- VICE RE- PHS rule error MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.24 | 83000124 docsDevCm-
NAMIC IC SER- ing jected - Multiple only append: DynServReq-
SER- VICE RE- major errors MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.25 | 83000125 docsDevCm-
NAMIC IC SER- ing jected - Mes- only append: DynServReq-
SER- VICE RE- sage syntax er- MAC addr: FailTrap,
VICES QUEST ror <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.26 | 83000126 docsDevCm-
NAMIC IC SER- ing jected - Mes- only append: DynServReq-
SER- VICE RE- sage too big MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add re- For SYSLOG S01.27 | 83000127 docsDevCm-
NAMIC IC SER- ing jected - Tempo- only append: DynServReq-
SER- VICE RE- rary DCC MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
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DY- DYNAM- Error Warn- Service Change For SYSLOG $02.0 83000200 docsDevCm-
NAMIC IC SER- ing rejected - Un- only append: DynServReg-
SER- VICE RE- specified reason MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.1 83000201 docsDevCm-
NAMIC IC SER- ing rejected - Unrec- | only append: DynServReq-
SER- VICE RE- ognized configu- | MAC addr: FailTrap,
VICES QUEST ration setting <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.2 83000202 docsDevCm-
NAMIC IC SER- ing rejected - Tem- only append: DynServReq-
SER- VICE RE- porary no re- MAC addr: FailTrap,
VICES QUEST source <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.3 83000203 docsDevCm-
NAMIC IC SER- ing rejected - Per- only append: DynServReq-
SER- VICE RE- manent adminis- | MAC addr: FailTrap,
VICES QUEST trative <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.4 83000204 docsDevCm-
NAMIC IC SER- ing rejected - Re- only append: DynServReq-
SER- VICE RE- guester not own- | MAC addr: FailTrap,
VICES QUEST er of service flow <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.5 83000205 docsDevCm-
NAMIC IC SER- ing rejected - Ser- only append: DynServReq-
SER- VICE RE- vice flow not MAC addr: FailTrap,
VICES QUEST found <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.6 83000206 docsDevCm-
NAMIC IC SER- ing rejected - Re- only append: DynServReq-
SER- VICE RE- quired parame- MAC addr: FailTrap,
VICES QUEST ter not present <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
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DY- DYNAM- Error Warn- Service Change For SYSLOG $02.7 83000207 docsDevCm-
NAMIC IC SER- ing rejected - Head- only append: DynServReg-
SER- VICE RE- er suppression MAC addr: FailTrap,
VICES QUEST setting not sup- <P1> P1= docsDevC-
ported Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.8 83000208 docsDevCm-
NAMIC IC SER- ing rejected - HMAC | only append: DynServReq-
SER- VICE RE- Auth failure MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.9 83000209 docsDevCm-
NAMIC IC SER- ing rejected - Multi- only: append: DynServReq-
SER- VICE RE- ple errors MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG $02.10 | 83000210 docsDevCm-
NAMIC IC SER- ing rejected - Classi- | only: append: DynServReq-
SER- VICE RE- fier not found MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Service Change For SYSLOG S02.11 | 83000211 docsDevCm-
NAMIC IC SER- rejected - Classi- | only: append: DynServReq-
SER- VICE RE- fier exists MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.12 | 83000212 docsDevCm-
NAMIC IC SER- ing rejected - PHS only: append: DynServReq-
SER- VICE RE- rule not found MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.13 | 83000213 docsDevCm-
NAMIC IC SER- ing rejected - PHS only: append: DynServReq-
SER- VICE RE- rule exists MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
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DY- DYNAM- Error Warn- Service Change For SYSLOG S02.14 | 83000214 docsDevCm-
NAMIC IC SER- ing rejected - Dupli- only: append: DynServReg-
SER- VICE RE- cated reference- | MAC addr: FailTrap,
VICES QUEST ID or index in <P1> P1= docsDevC-
message Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.15 | 83000215 docsDevCm-
NAMIC IC SER- ing rejected - Multi- only: append: DynServReq-
SER- VICE RE- ple upstream MAC addr: FailTrap,
VICES QUEST flows <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.16 | 83000216 docsDevCm-
NAMIC IC SER- ing rejected - Multi- only: append: DynServReq-
SER- VICE RE- ple downstream MAC addr: FailTrap,
VICES QUEST flows <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.17 | 83000217 docsDevCm-
NAMIC IC SER- ing rejected - Classi- | only: append: DynServReq-
SER- VICE RE- fier for another MAC addr: FailTrap,
VICES QUEST flow <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.18 | 83000218 docsDevCm-
NAMIC IC SER- ing rejected - PHS only: append: DynServReq-
SER- VICE RE- rule for another MAC addr: FailTrap,
VICES QUEST flow <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.19 | 83000219 docsDevCm-
NAMIC IC SER- ing rejected - In- only: append: DynServReq-
SER- VICE RE- valid parameter MAC addr: FailTrap,
VICES QUEST for context <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.20 | 83000220 docsDevCm-
NAMIC IC SER- ing rejected - Autho- | only: append: DynServReq-
SER- VICE RE- rization failure MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
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DY- DYNAM- Error Warn- Service Change For SYSLOG S02.21 | 83000221 docsDevCm-
NAMIC IC SER- ing rejected - Major only: append: DynServReg-
SER- VICE RE- service flow er- MAC addr: FailTrap,
VICES QUEST ror <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.22 | 83000222 docsDevCm-
NAMIC IC SER- ing rejected -Major only: append: DynServReq-
SER- VICE RE- classifier error MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.23 | 83000223 docsDevCm-
NAMIC IC SER- ing rejected - Major only: append: DynServReq-
SER- VICE RE- PHS error MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.24 | 83000224 docsDevCm-
NAMIC IC SER- ing rejected - Multi- only: append: DynServReq-
SER- VICE RE- ple major errors MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.25 | 83000225 docsDevCm-
NAMIC IC SER- ing rejected - Mes- only: append: DynServReq-
SER- VICE RE- sage syntax er- MAC addr: FailTrap,
VICES QUEST ror <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.26 | 83000226 docsDevCm-
NAMIC IC SER- ing rejected - Mes- only: append: DynServReq-
SER- VICE RE- sage too big MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S02.27 | 83000227 docsDevCm-
NAMIC IC SER- ing rejected - Tem- only: append: DynServReq-
SER- VICE RE- porary DCC MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
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DY- DYNAM- Error Warn- Service Delete For SYSLOG $03.0 83000300 docsDevCm-
NAMIC IC SER- ing rejected - Un- only append: DynServReg-
SER- VICE RE- specified reason MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Delete For SYSLOG S03.1 83000301 docsDevCm-
NAMIC IC SER- ing rejected -Re- only: append: DynServReg-
SER- VICE RE- guestor not own- | MAC addr: FailTrap,
VICES QUEST er of service flow | <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Delete For SYSLOG S03.2 83000302 docsDevCm-
NAMIC IC SER- ing rejected - Ser- only: append: DynServReg-
SER- VICE RE- vice flow not MAC addr: FailTrap,
VICES QUEST found <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Delete For SYSLOG S03.3 83000303 docsDevCm-
NAMIC IC SER- ing rejected - HMAC | only append: DynServReg-
SER- VICE RE- Auth failure MAC addr: FailTrap,
VICES QUEST <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Delete For SYSLOG S03.4 83000304 docsDevCm-
NAMIC IC SER- ing rejected - Mes- only: append: DynServReg-
SER- VICE RE- sage syntax er- MAC addr: FailTrap,
VICES QUEST ror <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRegFail-
or CM (for Trap
CMTS)
DYNAMIC SERVICE RESPONSES
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG $101.0 | 83010100 docsDevCm-
NAMIC IC SER- ing sponse reject- only append: DynServRsp-
SER- VICE RE- ed -Invalid MAC addr: FailTrap,
VICES SPONSE transaction ID <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add For SYSLOG S101.1 | 83010101 docsDevCm-
NAMIC IC SER- ing aborted - No only append: DynServRsp-
SER- VICE RE- RSP MAC addr: FailTrap,
VICES SPONSE <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
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DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG $101.2 | 83010102 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: DynServRsp-
SER- VICE RE- - HMAC Auth MAC addr: FailTrap,
VICES SPONSE failure <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.3 | 83010103 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: DynServRsp-
SER- VICE RE- - Message syn- MAC addr: FailTrap,
VICES SPONSE tax error <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.4 | 83010104 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: DynServRsp-
SER- VICE RE- -Unspecified MAC addr: FailTrap,
VICES SPONSE reason - MAC- <P1> P1= docsDevC-
addr: <P1 Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.5 | 83010105 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: DynServRsp-
SER- VICE RE- -Unrecognized MAC addr: FailTrap,
VICES SPONSE configuration <P1> P1= docsDevC-
setting Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.6 | 83010106 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: DynServRsp-
SER- VICE RE- -Required pa- MAC addr: FailTrap,
VICES SPONSE rameter not <P1> P1= docsDevC-
present Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Service Add Re- | For SYSLOG S101.7 | 83010107 docsDevCm-
NAMIC IC SER- sponse rejected only append: DynServRsp-
SER- VICE RE- - Service Flow MAC addr: FailTrap,
VICES SPONSE exists <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.8 | 83010108 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: DynServRsp-
SER- VICE RE- - Multiple errors MAC addr: FailTrap,
VICES SPONSE <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
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DY- DYNAM- Error Service Add Re- | For SYSLOG $101.9 | 83010109 docsDevCm-
NAMIC IC SER- sponse rejected only append: DynServRsp-
SER- VICE RE- - Classifierexists | MAC addr: FailTrap,
VICES SPONSE <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.1 | 83010110 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: 0 DynServRsp-
SER- VICE RE- - PHS rule exists | MAC addr: FailTrap,
VICES SPONSE <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.1 | 83010111 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: ! DynServRsp-
SER- VICE RE- -Duplicate MAC addr: FailTrap,
VICES SPONSE reference_|ID or <P1> P1= docsDevC-
indexinmessage | Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.1 | 83010112 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: 2 DynServRsp-
SER- VICE RE- -Classifier for MAC addr: FailTrap,
VICES SPONSE another flow - <P1> P1= docsDevC-
MACaddr: <P1> Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.1 | 83010113 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: 3 DynServRsp-
SER- VICE RE- -Parameter in- MAC addr: FailTrap,
VICES SPONSE valid for context <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.1 | 83010114 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: 4 DynServRsp-
SER- VICE RE- -Major service MAC addr: FailTrap,
VICES SPONSE flow error <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.1 | 83010115 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: 5 DynServRsp-
SER- VICE RE- -Major classifier MAC addr: FailTrap,
VICES SPONSE error <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
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DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.1 | 83010116 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: 6 DynServRsp-
SER- VICE RE- -Major PHS Rule | MAC addr: FailTrap,
VICES SPONSE error <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.1 | 83010117 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: 7 DynServRsp-
SER- VICE RE- -Multiple major MAC addr: FailTrap,
VICES SPONSE errors <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG S101.1 | 83010118 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: 8 DynServRsp-
SER- VICE RE- -Message too MAC addr: FailTrap,
VICES SPONSE big <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG $102.0 | 83010200 docsDevCm-
NAMIC IC SER- ing Response re- only append: DynServRsp-
SER- VICE RE- jected - Invalid MAC addr: FailTrap,
VICES SPONSE transaction ID. <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S102.1 | 83010201 docsDevCm-
NAMIC IC SER- ing aborted- No only append: DynServRsp-
SER- VICE RE- RSP MAC addr: FailTrap,
VICES SPONSE <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S102.2 | 83010202 docsDevCm-
NAMIC IC SER- ing Response re- only append: DynServRsp-
SER- VICE RE- jected - HMAC MAC addr: FailTrap,
VICES SPONSE Auth failure <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S102.4 | 83010204 docsDevCm-
NAMIC IC SER- ing Response re- only append: DynServRsp-
SER- VICE RE- jected - Unspeci- | MAC addr: FailTrap,
VICES SPONSE fied reason <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
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DY- DYNAM- Error Warn- Service Change For SYSLOG $102.5 | 83010205 docsDevCm-
NAMIC IC SER- ing Response re- only append: DynServRsp-
SER- VICE RE- jected - Unrec- MAC addr: FailTrap,
VICES SPONSE ognized configu- | <P1> P1= docsDevC-
ration setting Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG $102.6 | 83010206 docsDevCm-
NAMIC IC SER- ing Response re- only append: DynServRsp-
SER- VICE RE- jected - Re- MAC addr: FailTrap,
VICES SPONSE quired parame- <P1> P1= docsDevC-
ter not present Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG $102.7 | 83010207 docsDevCm-
NAMIC IC SER- ing Response re- only append: DynServRsp-
SER- VICE RE- jected - Multiple MAC addr: FailTrap,
VICES SPONSE errors <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Service Change For SYSLOG $102.8 | 83010208 docsDevCm-
NAMIC IC SER- Response re- only append: DynServRsp-
SER- VICE RE- jected - Classifi- MAC addr: FailTrap,
VICES SPONSE er exists <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG $102.9 | 83010209 docsDevCm-
NAMIC IC SER- ing Response re- only append: DynServRsp-
SER- VICE RE- jected-PHS rule MAC addr: FailTrap,
VICES SPONSE exists <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S102.1 | 83010210 docsDevCm-
NAMIC IC SER- ing Response re- only append: 0 DynServRsp-
SER- VICE RE- jected - Duplicat- | MAC addr: FailTrap,
VICES SPONSE ed reference-ID <P1> P1= docsDevC-
or index in Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S102.1 | 83010211 docsDevCm-
NAMIC IC SER- ing Response re- only append: ! DynServRsp-
SER- VICE RE- jected - Invalid MAC addr: FailTrap,
VICES SPONSE parameter for <P1> P1= docsDevC-
context Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)

209




SP-OSSIv2.0-105-040407

Data-Over-Cable Service Interface Specifications

Message Error
Proces Sub- CM CMTS Event Notes And Code Event
S Process Priority Priority Messsage Details Set ID Trap Name
DY- DYNAM- Error Warn- Service Change For SYSLOG $102.1 | 83010212 docsDevCm-
NAMIC IC SER- ing Response re- only append: 2 DynServRsp-
SER- VICE RE- jected - Major MAC addr: FailTrap,
VICES SPONSE classifier error <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S102.1 | 83010213 docsDevCm-
NAMIC IC SER- ing Response re- only append: 3 DynServRsp-
SER- VICE RE- jected - Major MAC addr: FailTrap,
VICES SPONSE PHS rule error <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S102.1 | 83010214 docsDevCm-
NAMIC IC SER- ing Response re- only append: 4 DynServRsp-
SER- VICE RE- jected - Multiple MAC addr: FailTrap,
VICES SPONSE Major errors <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG S102.1 | 83010215 docsDevCm-
NAMIC IC SER- ing Response re- only append: 5 DynServRsp-
SER- VICE RE- jected - Mes- MAC addr: FailTrap,
VICES SPONSE sage too big <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG $102.3 | 83010203 docsDevCm-
NAMIC IC SER- ing Response re- only append: DynServRsp-
SER- VICE RE- jected - Mes- MAC addr: FailTrap,
VICES SPONSE sage syntax er- <P1> P1= docsDevC-
ror Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DY- DYNAM- Error Warn- Service Delete For SYSLOG $103.0 | 83010300 docsDevCm-
NAMIC IC SER- ing Response re- only append: DynServRsp-
SER- VICE RE- jected - Invalid MAC addr: FailTrap,
VICES SPONSE transaction ID <P1> P1= docsDevC-
Mac Addr of mtsDyn-
CMTS (for CM) ServRspFail-
or CM (for Trap
CMTS)
DYNAMIC SERVICE ACKNOWLEDGEMENTS
DY- DYNAM- Error Warn- Service Add Re- | For SYSLOG $201.0 | 83020100 docsDevCm-
NAMIC IC SER- ing sponse rejected only append: DynServAck-
SER- VICE AC- - Invalid Trans- MAC addr: FailTrap,
VICES KNOWLE action ID <P1> P1= docsDevC-
DGE- Mac Addr of mtsDynSer-
MENT CMTS (for CM) vAckFailTrap
or CM (for
CMTS)
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DY- DYNAM- Error Warn- Service Add For SYSLOG $201.1 | 83020101 docsDevCm-
NAMIC IC SER- ing Aborted - No only append: DynServAck-
SER- VICE AC- ACK MAC addr: FailTrap,
VICES KNOWLE <P1> P1= docsDevC-
DGE- Mac Addr of mtsDynSer-
MENT CMTS (for CM) vAckFailTrap
or CM (for
CMTS)
DY- DYNAM- Error Warn- Service Add For SYSLOG $201.2 | 83020102 docsDevCm-
NAMIC IC SER- ing ACK rejected - only append: DynServAck-
SER- VICE AC- HMAC auth fail- MAC addr: FailTrap,
VICES KNOWLE ure <P1> P1= docsDevC-
DGE- Mac Addr of mtsDynSer-
MENT CMTS (for CM) vAckFailTrap
or CM (for
CMTS)
DY- DYNAM- Error Warn- Service Add For SYSLOG $201.3 | 83020103 docsDevCm-
NAMIC IC SER- ing ACK rejected- only append: DynServAck-
SER- VICE AC- Message syntax MAC addr: FailTrap,
VICES KNOWLE error <P1> P1= docsDevC-
DGE- Mac Addr of mtsDynSer-
MENT CMTS (for CM) vAckFailTrap
or CM (for
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG $202.0 | 83020200 docsDevCm-
NAMIC IC SER- ing ACK rejected - only append: DynServAck-
SER- VICE AC- Invalid transac- MAC addr: FailTrap,
VICES KNOWLE tion ID <P1> P1= docsDevC-
DGE- Mac Addr of mtsDynSer-
MENT CMTS (for CM) vAckFailTrap
or CM (for
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG $202.1 | 83020201 docsDevCm-
NAMIC IC SER- ing Aborted - No only append: DynServAck-
SER- VICE AC- ACK MAC addr: FailTrap,
VICES KNOWLE <P1> P1= docsDevC-
DGE- Mac Addr of mtsDynSer-
MENT CMTS (for CM) vAckFailTrap
or CM (for
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG $202.2 | 83020202 docsDevCm-
NAMIC IC SER- ing ACK rejected - only append: DynServAck-
SER- VICE AC- HMAC Auth fail- MAC addr: FailTrap,
VICES KNOWLE ure <P1> P1= docsDevC-
DGE- Mac Addr of mtsDynSer-
MENT CMTS (for CM) vAckFailTrap
or CM (for
CMTS)
DY- DYNAM- Error Warn- Service Change For SYSLOG $202.3 | 83020203 docsDevCm-
NAMIC IC SER- ing ACK rejected - only append: DynServAck-
SER- VICE AC- Message syntax MAC addr: FailTrap,
VICES KNOWLE error <P1> P1= docsDevC-
DGE- Mac Addr of mtsDynSer-
MENT CMTS (for CM) vAckFailTrap
or CM (for
CMTS)
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CM CONFIGURATION FILE (BPI+)

Init Error Notice Missing BP Con- | P1 = missing B101.0 | 66010100 DocsDevC-

(BPI+) figuration Setting | required TLV mBpilnitTrap,
TLV Type: <P1> Type docsDevC-

mtsBpilnit-
Trap

Init Alert Notice Invalid BP Con- P1=The TLV B102.0 | 66010200 docsDevC-

(BPI+) figuration Setting | Value for mBpilnitTrap
Value: <P1> for P2.P2 = The
Type: <P2> first Configura-

tion TLV Type

that contain in-

valid value.
AUTH FSM

BPKM Warning Error Auth Reject - No For SYSLOG B301.2 | 66030102 docsDevC-
Information only, append: mBPK-

MAC addr: MTrap, docs-
<P1> P1= DevCmtsBPK
Mac Addr of MTrap

CMTS (for CM)

or CM (for

CMTS)

BPKM Warning Error Auth Reject - For SYSLOG B301.3 | 66030103 docsDevC-
Unauthorized only, append: mBPK-

CM MAC addr: MTrap, docs-
<P1> P1= DevCmtsBPK
Mac Addr of MTrap
CMTS (for CM)
or CM (for
CMTS)

BPKM Warning Error Auth Reject - For SYSLOG B301.4 | 66030104 docsDevC-
Unauthorized only, append: mBPK-

SAID MAC addr: MTrap, docs-
<P1> P1= DevCmtsBPK
Mac Addr of MTrap
CMTS (for CM)
or CM (for
CMTS)

BPKM Error Error Auth Reject - For SYSLOG B301.8 | 66030108 docsDevC-
Permanent Au- only, append: mBPK-
thorization Fail- MAC addr: MTrap, docs-
ure <P1> P1= DevCmtsBPK

Mac Addr of MTrap
CMTS (for CM)

or CM (for

CMTS)

BPKM Warning Error Auth Reject - For SYSLOG B301.9 | 66030109 docsDevC-
Time of Day not only, append: mBPK-
acquired MAC addr: MTrap, docs-

<P1> P1= DevCmtsBPK
Mac Addr of MTrap

CMTS (for CM)

or CM (for

CMTS)
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BPKM Alert Error CM Certificate For SYSLOG B301.1 | 66030111 DocsDevC-
Error only, append: ! mBPK-

MAC addr: MTrap, docs-
<P1> P1=Mac DevCmtsBPK
Addr of CMTS MTrap

(for CM) or CM

(for CMTS)

BPKM Warning Error Auth Invalid - No For SYSLOG B302.2 | 66030202 docsDevC-
Information only, append: mBPK-

MAC addr: MTrap, docs-
<P1> P1= DevCmtsBPK
Mac Addr of MTrap

CMTS (for CM)

or CM (for

CMTS)

BPKM Warning Error Auth Invalid - For SYSLOG B302.3 | 66030203 docsDevC-
Unauthorized only, append: mBPK-

CM MAC addr: MTrap, docs-
<P1> P1= DevCmtsBPK
Mac Addr of MTrap
CMTS (for CM)
or CM (for
CMTS)

BPKM Warning Error Auth Invalid - For SYSLOG B302.5 | 66030205 docsDevC-
Unsolicited only, append: mBPK-

MAC addr: MTrap, docs-
<P1> P1= DevCmtsBPK
Mac Addr of MTrap

CMTS (for CM)

or CM (for

CMTS)

BPKM Warning Error Auth Invalid - In- For SYSLOG B302.6 | 66030206 docsDevC-
valid Key Se- only, append: mBPK-
guence Number MAC addr: MTrap, docs-

<P1> P1= DevCmtsBPK
Mac Addr of MTrap

CMTS (for CM)

or CM (for

CMTS)

BPKM Warning Error Auth Invalid - For SYSLOG B302.7 | 66030207 docsDevC-
Message (Key only, append: mBPK-
Request) Au- MAC addr: MTrap, docs-
thentication Fail- | <P1> P1= DevCmtsBPK
ure Mac Addr of MTrap

CMTS (for CM)
or CM (for
CMTS)

BPKM Warning Error Unsupported For SYSLOG B303.0 | 66030300 docsDevC-
Crypto Suite only, append: mBPK-

MAC addr: MTrap, docs-
<P1> P1= DevCmtsBPK
Mac Addr of MTrap

CMTS (for CM)

or CM (for

CMTS)
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EVENT BETWEEN AUTH & TEK FSM
BPKM Informa- Authorized For CM SYS- B401.0 | 66040100 docsDevC-
tional LOG only ap- mBPKMTrap
pend: MAC ad-
dr: <P1> P1=
Mac Addr of
CM
BPKM Informa- Auto Pend For CM SYS- B402.0 | 66040200 docsDevC-
tional LOG only ap- mBPKMTrap
pend: MAC ad-
dr: <P1> P1=
Mac Addr of
CM
BPKM Informa- Auth Comp For CM SYS- B403.0 | 66040300 docsDevC-
tional LOG only ap- mBPKMTrap
pend: MAC ad-
dr: <P1> P1=
Mac Addr of
CM
BPKM Informa- Stop For CM SYS- B404.0 | 66040400 docsDevC-
tional LOG only ap- mBPKMTrap
pend: MAC ad-
dr: <P1> P1=
Mac Addr of
CM
TEK FSM
BPKM Warning Error Key Reject - No For SYSLOG B501.2 | 66050102 docsDevC-
Information only, append: mBPK-
MAC addr: MTrap, docs-
<P1> P1= DevCmtsBPK
Mac Addr of MTrap
CMTS (for CM)
or CM (for
CMTS)
BPKM Warning Error Key Reject - Un- | For SYSLOG B501.3 | 66050103 docsDevC-
authorized SAID | only, append: mBPK-
MAC addr: MTrap, docs-
<P1> P1= DevCmtsBPK
Mac Addr of MTrap
CMTS (for CM)
or CM (for
CMTS)
BPKM Warning Error TEK Invalid - No For SYSLOG B502.3 | 66050203 docsDevC-
Information only, append: mBPK-
MAC addr: MTrap, docs-
<P1> P1= DevCmtsBPK
Mac Addr of MTrap
CMTS (for CM)
or CM (for
CMTS)
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BPKM Warning Error TEK Invalid - In- For SYSLOG B502.6 | 66050206 docsDevC-
valid Key Se- only, append: mBPK-
guence Number MAC addr: MTrap, docs-
<P1> P1= DevCmtsBPK
Mac Addr of MTrap
CMTS (for CM)
or CM (for
CMTS)
SA MAP FSM
Dynam- Informa- SA Map State For CM SYS- B601.0 | 66060100 docsDevCm-
ic SA tional Machine Started LOG only ap- DynamicSA-
pend: MAC ad- Trap
dr: <P1> P1=
Mac Addr of
CM
Dynam- Warning Error Unsupported For SYSLOG B602.0 | 66060200 docsDevCm-
ic SA Crypto Suite only, append: DynamicSA-
MAC addr: Trap, docs-
<P1>. P1= DevCmtsDyn
Mac Addr of amicSATrap
CMTS (for CM)
or CM (for
CMTS)
Dynam- Error Map Request For CM SYS- B603.0 | 66060300 docsDevCm-
ic SA Retry Timeout LOG only ap- DynamicSA-
pend: MAC ad- Trap
dr: <P1>.P1=
Mac Addr of
CMTS
Dynam- Informa- Unmap For CM SYS- B604.0 | 66060400 docsDevCm-
ic SA tional LOG only ap- DynamicSA-
pend: MAC ad- Trap
dr: <P1>.P1=
Mac Addr of
CMTS
Dynam- Warning Error Map Reject-Not | For SYSLOG B605.9 | 66060509 docsDevCm-
ic SA Authorized for only, append: DynamicSA-
Requested MAC addr: Trap, docs-
Downstream <P1> P1= DevCmtsDyn
Traffic Flow Mac Addr of amicSATrap
(EC=7) CMTS (for CM)
or CM (for
CMTS)
Dynam- Warning Error Map Reject - For SYSLOG B605.1 | 66060510 docsDevCm-
ic SA Downstream only, append: 0 DynamicSA-
Traffic Flow Not MAC addr: Trap, docs-
Mapped to BPI+ <P1> P1= DevCmtsDyn
SAID (EC=8) Mac Addr of amicSATrap
CMTS (for CM)
or CM (for
CMTS)
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S

Sub-
Process

CM
Priority

CMTS
Priority

Event
Messsage

Message
Notes And
Details

Error
Code
Set

Event
ID

Trap Name

Dynam-
ic SA

Warning

Error

Mapped to Exist-
ing SAID

For SYSLOG
only, append:
MAC addr:
<P1> P1=
Mac Addr of
CMTS (for CM)
or CM (for
CMTS)

B606.0

66060600

docsDevCm-
DynamicSA-
Trap, docs-
DevCmtsDyn
amicSATrap

Dynam-
ic SA

Warning

Error

Mapped to New
SAID

For SYSLOG
only, append:
MAC addr:
<P1> P1=
Mac Addr of
CMTS (for CM)
or CM (for
CMTS)

B607.0

66060700

docsDevCm-
DynamicSA-
Trap, docs-
DevCmtsDyn
amicSATrap

VERIFICAITON OF CODE FILE

SW Up-
grade

SW UP-
GRADE
GENER-
AL FAIL-
URE

Error

Improper Code
File Controls

For SYSLOG
only, append:
Code File:
<P1> - Code
File Server:
<P2>. P1=
Code file
name, P2 =
code file server
IP address

E201.0

69020100

docsDevCm-
SwUpgrade-
FailTrap

SW Up-
grade

SW UP-
GRADE
GENER-
AL FAIL-
URE

Error

Code File Manu-
facturer CVC
Validation Fail-
ure

For SYSLOG
only, append:
Code File:
<P1> - Code
File Server:
<P2>. P1=
Code file
name, P2 =
code file server
IP address

E202.0

69020200

docsDevCm-
SwUpgrade-
FailTrap

SW Up-
grade

SW UP-
GRADE
GENER-
AL FAIL-
URE

Error

Code File Manu-
facturer CVS
Validation Fail-
ure

For SYSLOG
only, append:
Code File:
<P1> - Code
File Server:
<pP2>. Pl1=
Code file
name, P2 =
code file server
IP address

E203.0

69020300

docsDevCm-
SwUpgrade-
FailTrap

SW Up-
grade

SW UP-
GRADE
GENER-
AL FAIL-
URE

Error

Code File Co-
Signer CVC Vali-
dation Failure

For SYSLOG
only, append:
Code File:
<P1> - Code
File Server:
<P2>. P1=
Code file
name, P2 =
code file server
IP address

E204.0

69020400

docsDevCm-
SwUpgrade-
FailTrap
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Proces Sub- CM CMTS Event Notes And Code Event
S Process Priority Priority Messsage Details Set ID Trap Name
SW Up- | SW UP- Error Code File Co- For SYSLOG E205.0 | 69020500 docsDevCm-
grade GRADE Signer CVS Vali- | only, append: SwUpgrade-
GENER- dation Failure Code File: FailTrap
AL FAIL- <P1> - Code
URE File Server:
<pP2>. P1=
Code file
name, P2 =
code file server
IP address
VERIFICATION OF CVC
SW Up- | VERIFI- Error Improper Config- | For SYSLOG E206.0 | 69020600 docsDevCm-
grade CATION uration File CVC | only, append: SwUp-
OF CVC Format Config File: gradeCVC-
<P1>-TFTP FailTrap
Server: <P2>
P1 = Config
File Name
P2 =TFTP
Server IP Ad-
dress
SW Up- | VERIFI- Error Configuration For SYSLOG E207.0 | 69020700 docsDevCm-
grade CATION File CVC Valida- | only, append: SwUp-
OF CVC tion Failure Config File: gradeCVC-
<P1>-TFTP FailTrap
Server: <P2>
P1 = Config
File Name
P2 = TFTP
Server IP Ad-
dress
SW Up- | VERIFI- Error Improper SNMP For SYSLOG E208.0 | 69020800 docsDevCm-
grade CATION CVC Format only, append: SwUp-
OF CVvC SNMP Manag- gradeCVC-
er: <P1>. FailTrap
P1=IP Ad-
dress of SN-
MP Manager
SW Up- | VERIFI- Error SNMP CVC Vali- | For SYSLOG E209.0 | 69020900 docsDevCm-
grade CATION dation Failure only, append: SwUp-
OF CVvC* SNMP Manag- gradeCVC-
er: <P1>. FailTrap
P1=IP Ad-
dress of SN-
MP Manager
UCC-REQ Upstream Channel Change Request
ucc UCC Re- Error Warn- UCC-REQ re- Co01.0 67000100
guest ing ceived with in-
valid or out of
range US chan-
nel ID.
ucc UCC Re- Error Warn- UCC-REQ re- C02.0 67000200
guest ing ceived unable to
send UCC-RSP.

UCC-RSP Upstream Channel Change Response
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Proces Sub- CM CMTS Event Notes And Code Event
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ucc UCC Re- Warn- UCC-RSP not C101.0 | 67010100
sponse ing received on pre-
vious channel
ID.
ucc UCC Re- Warn- UCC-RSP re- C102.0 | 67010200
sponse ing ceived with in-
valid channel ID.
ucc UCC Re- Warn- UCC-RSP re- C103.0 | 67010300
sponse ing ceived with in-
valid channel ID
on new channel.
Dynamic Channel Change Request
DCC DCC Re- Error Warn- DCC rejected al- C201.0 | 67020100 DocsDevCm-
guest ing ready there DccReqFail-
Trap, docs-
DevCmtsDcc
ReqgFailTrap
DCC DCC Re- Informa- Notice DCC depart old C202.0 | 67020200 DocsDevCm-
guest tional DccReqFail-
Trap, docs-
DevCmtsDcc
ReqgFailTrap
DCC DCC Re- Informa- Notice DCC arrive new C203.0 | 67020300 DocsDevCm-
guest tional DccReqFail-
Trap, docs-
DevCmtsDcc
ReqgFailTrap
DCC DCC Re- Critical Warn- DCC aborted un- C204.0 | 67020400
guest ing able to acquire
new down-
stream channel
DCC DCC Re- Critical Warn- DCC aborted no C205.0 | 67020500
guest ing UCD for new up-
stream channel
DCC DCC Re- Critical Warn- DCC aborted un- C206.0 | 67020600
guest ing able to commu-
nicate on new
upstream chan-
nel
DCC DCC Re- Error Warn- DCC rejected C207.0 | 67020700 DocsDevCm-
guest ing unspecified rea- DccReqFail-
son Trap, docs-
DevCmtsDcc
ReqgFailTrap
DCC DCC Re- Error Warn- DCC rejected C208.0 | 67020800 DocsDevCm-
guest ing permanent - DccReqFail-
DCC not sup- Trap, docs-
ported DevCmtsDcc
ReqgFailTrap
DCC DCC Re- Error Warn- DCC rejected C209.0 | 67020900 DocsDevCm-
guest ing service flow not DccReqFail-
found Trap, docs-
DevCmtsDcc
ReqgFailTrap
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DCC DCC Re- Error Warn- DCC rejected re- C210.0 | 67021000 DocsDevCm-
guest ing quired parame- DccReqgFail-
ter not present Trap, docs-
DevCmtsDcc
ReqgFailTrap
DCC DCC Re- Error Warn- DCC rejected C211.0 | 67021100 DocsDevCm-
guest ing authentication DccReqgFail-
failure Trap, docs-
DevCmtsDcc
ReqgFailTrap
DCC DCC Re- Error Warn- DCC rejected C212.0 | 67021200 DocsDevCm-
guest ing multiple errors DccReqgFail-
Trap, docs-
DevCmtsDcc
ReqgFailTrap
DCC DCC Re- Error Warn- DCC rejected, C215.0 | 67021500 DocsDevCm-
guest ing duplicate SF ref- DccReqgFail-
erence-ID or in- Trap, docs-
dex in message DevCmtsDcc
ReqgFailTrap
DCC DCC Re- Error Warn- DCC rejected C216.0 | 67021600 DocsDevCm-
guest ing parameter in- DccReqgFail-
valid for context Trap, docs-
DevCmtsDcc
ReqgFailTrap
DCC DCC Re- Error Warn- DCC rejected C217.0 | 67021700 DocsDevCm-
guest ing message syntax DccReqgFail-
error Trap, docs-
DevCmtsDcc
ReqgFailTrap
DCC DCC Re- Error Warn- DCC rejected C218.0 | 67021800 DocsDevCm-
guest ing message too big DccReqgFail-
Trap, docs-
DevCmtsDcc
ReqgFailTrap
DCC DCC Re- Error Warn- DCC rejected C219.0 | 67021900 docsDevCm-
guest ing 2.0 mode dis- DccReqgFail-
abled Trap,docs-
DevCmtsDcc
ReqgFailTrap
Dynamic Channel Change Response
DCC DCC Re- Warn- DCC-RSP not C301.0 | 67030100 DocsDevCm-
sponse ing received on old DccRspFail-
channel Trap, docs-
DevCmtsDcc
RspFailTrap
DCC DCC Re- Warn- DCC-RSP not €302.0 | 67030200 DocsDevCm-
sponse ing received on new DccRspFail-
channel Trap, docs-
DevCmtsDcc
RspFailTrap
DCC DCC Re- Warn- DCC-RSP re- €303.0 | 67030300 DocsDevCm-
sponse ing jected unspeci- DccRspFail-
fied reason Trap, docs-
DevCmtsDcc
RspFailTrap
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DCC DCC Re- Warn- DCC-RSP re- C304.0 | 67030400 DocsDevCm-
sponse ing jected unknown DccRspFail-
transaction ID Trap, docs-
DevCmtsDcc
RspFailTrap
DCC DCC Re- Warn- DCC-RSP re- C305.0 | 67030500 DocsDevCm-
sponse ing jected authenti- DccRspFail-
cation failure Trap, docs-
DevCmtsDcc
RspFailTrap
DCC DCC Re- Warn- DCC-RSP re- C306.0 | 67030600 DocsDevCm-
sponse ing jected message DccRspFail-
syntax error Trap, docs-
DevCmtsDcc
RspFailTrap
Dynamic Channel Change Acknowledgement
DCC DCC Ac- Error Warn- DCC-ACK not C401.0 | 67040100 DocsDevCm-
knowl- ing received DccAckFail-
edgement Trap, docs-
DevCmtsDcc
AckFailTrap
DCC DCC Ac- Error Warn- DCC-ACK re- €402.0 | 67040200 DocsDevCm-
knowl- ing jected unspeci- DccAckFail-
edgement fied reason Trap, docs-
DevCmtsDcc
AckFailTrap
DCC DCC Ac- Error Warn- DCC-ACK re- C403.0 | 67040300 DocsDevCm-
knowl- ing jected unknown DccAckFail-
edgement transaction ID Trap, docs-
DevCmtsDcc
AckFailTrap
DCC DCC Ac- Error Warn- DCC-ACK re- C404.0 | 67040400 DocsDevCm-
knowl- ing jected authenti- DccAckFail-
edgement cation failure Trap, docs-
DevCmtsDcc
AckFailTrap
DCC DCC Ac- Error Warn- DCC-ACK re- C405.0 | 67040500 DocsDevCm-
knowl- ing jected message DccAckFail-
edgement syntax error Trap, docs-
DevCmtsDcc
AckFailTrap
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Annex E Application of [RFC 2933] to DOCSIS 2.0 Active/Passive IGMP
Devices (normative)

E.1 DOCSIS 2.0 IGMP MIBs

DOCSIS 2.0 devices, CM and CMTS, that support IGMP (in active or passive mode), MUST support the IDMR
IGMP MIB [RFC 2933]. As such, this section describes the application of the [ETF IDMR sub-committee IGMP
MIB to DOCSIS 2.0 active/passive IGM P devices.

The IDMR IGMP MIB is organized into two distinct tables, the interface and cache tables. The IGMP Interface
Table contains entries for each interface that supports IGMP on adevice. For DOCSIS 2.0 thisincludes the NS
and HFC for the CMTS and the HFC and CMCI on the CM. The IGMP Cache Table contains one row for each
IP Multicast Group for which there are active members on a given interface. Active membership MUST only
exist on the CMCI of a Cable Modem. However, active membership MAY exist on both the NSI and HFC side
interfaces of the CMTS. Thisis because a CMTS may be implemented as a Multicast Router on which other
network side devices are actively participating in a multicast session.

Support of the IDMR IGMP MIB by DOCSIS 2.0 devicesis presented in terms of IGMP capabilities, the device
type (CM or CMTS), and theinterface on which IGMP is supported. Thisisfollowed by a set of new IGMP MIB
conformance, compliance and group statements for DOCSIS 2.0 devices.

E.1.1 IGMP Capabilities: Active and Passive Mode

There are two basic modes of IGMP capability that are applicable to aDOCSIS 2.0 device. The first modeisa
passive operation in which the device selectively forwards |GM P based upon the known state of multicast
session activity on the subscriber side (an example of thisis described in Appendix VI of [DOCSIS 5]). In
passive mode, the device derives its IGMP timers based on the rules specified in section 5.3.1 of the RF
specification. The second modeis an active operation in which the device terminates and initiates IGMP based
upon the known state of multicast session activity on the subscriber side. One example of the latter, active, mode
is commonly referred to as an IGMP-Proxy implementation side (as described in [ID-IGMP]). A more complete
example of an active IGMP deviceisthat of a Multicast Router. Although a specific implementation is not
imposed by the DOCSIS 2.0 specification, the device MUST meet the requirements stated in section 5.3.1 of
[DOCSIS 5] and MUST support the IDMR IGMP MIB as described herein. As presently specified in the
DOCSIS 2.0, active CMs are explicitly prohibited from transmitting |GM P Queries upstream onto the HFC.
However, active CMTSs may transmit IGMP Queries onto the NS| as mentioned previously.

E.1.2 IGMP Interfaces

A description of the application of the IDMR IGMP MIB to DOCSIS 2.0 devices follows. This descriptionis
organized by CM and CMTS device type.

E.2 DOCSIS 2.0 CM Support for the IGMP MIB

There are two types of interfaces applicable to IGMP on the DOCSIS 2.0 CM. These are the HFC-Side and
CMCI-Side interfaces, respectively. Application of the IGMP MIB to DOCSIS 2.0 CMsis presented in terms of
passive and active CM operation and these two interface types.
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E.2.1 igmplinterfaceTable- igmpinterfaceEntry

E.2.1.1 igmplinterfacelfIndex

Theiflndex value of the interface for which IGMP is enabled.

E.21.11 All Modes

Thisisthe same for passive and active modes.

HFC-side: not-accessible. ifIndex of docsCableMaclayer(127), CATV MAC Layer

CMCI-side: not-accessible. ifindex of CMCI-Side interface.

E.2.1.2 igmplinterfaceQueryinterval

The frequency at which IGMP Host-Query packets are transmitted on thisinterface.

E.2121 Passive Mode

HFC-side: n/a, read-only. The CM MUST not transmit queries upstream. Return a value of zero.

CMCI-side: read only . Thisvalueis derived based on the interval of queries received from an upstream querier.
E.2.1.22 Active Mode

HFC-side: n/a, read-only. The CM MUST not transmit queries upstream. Return a value of zero.

CMCl-side: read-create. Min = 0; Max = (2"32-1); Default = 125

E.2.1.3 igmplnterfaceStatus

The activation of arow enables IGMP on theinterface. The destruction of arow disables IGMP on the interface.
E.213.1 All Modes

MUST be enabled on both interfaces for all DOCSIS 2.0 CM interfaces.

E.2.1.4 igmplinterfaceVersion

The version of IGMP which isrunning on thisinterface. MUST be version 2 for all DOCSIS 2.0 CM interfaces.
E.2.1.5 igmplinterfaceQuerier

The address of the IGMP Querier on the | P subnet to which thisinterface is attached.

222



Operations Support System Interface Specification SP-0OSSIv2.0-105-040407

E.2.1.5.1 Passive Mode

HFC-side: read-only. MUST be the address of an upstream IGMP Querier device for both active and passive
CMs.

CMCI-side: read-only. Same as HFC-side value.
E.2.15.2 Active Mode

HFC-side: read-only. MUST be the address of an upstream IGMP Querier device for both active and passive
CMs.

CMCI-side: read-only. Active CMs may report it as the HFC-side value. However, active CMsthat participatein
IGMP Querier negotiation on the CMCI may report it as a different CPE.

E.2.1.6 igmplinterfaceQueryMaxResponseTime

The maximum query response time advertised in IGMPv2 queries on thisinterface.

E.2.16.1 Passive Mode
HFC-side: n/a, read-only. return a value of zero.

CMCI-side: read-only. Thisvalue is derived from observation of queries received from an upstream querier
E.2.1.6.2 Active Mode

HFC-side: n/a, read-only. return a value of zero.

CMCI-side: read-create. Min = 0; Max = 255; Default = 100.

E.2.1.7 igmplinterfaceQuerierUpTime

The time since igmpl nterfaceQuerier was last changed.

E.217.1 PassiveMode

HFC-side: read-only.

CMC-side: n/a, read-only. Return avalue of zero.
E.2.1.7.2 Active Mode

HFC-side: read-only.

CMCl-side: read-only.
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E.2.1.8 igmplinterfaceQuerierExpiryTime

The amount of time remaining before the other querier present timer expires. If the local system isthe queier, the
value of this object is zero.

E.2.1.8.1 Passive Mode

Both interfaces: n/a, read-only. The CM is never the querier, return 0.

E.2.1.8.2 Active Mode
HFC-side: n/a, read-only. Return O.

CMCI-side: read-only. The CM may only be the querier on the CMCI.

E.2.1.9 igmplinterfaceVersionlQuerierTimer

The time remaining until the host assumes that there are no IGMPv1 routers present on the interface. While this
is non-zero, the host will reply to all queries with version 1 membership reports.

E.2.1.9.1 Passive Mode
HFC-side: n/aread-only. Return a value of zero.

CMCI-side: n/aread-only. Return a value of zero.

E.219.2 Active Mode

HFC-side: read-only.

CMCl-side: read-only.

E.2.1.10 igmplinterfaceWrongVersionQueries

The number of queries recived whose IGMP version does not match igmplnterfaceVersion, over the lifetime of
the row entry. IGMP requires that all routers on a LAN be configured to run the same version of IGMP.

Although, DOCSIS 2.0 requires that all CM and CMTS devices support IGMPv2, it is possible for an upstream
querier to be an IGMPv1 querier.

E.2.1.10.1 All Modes

All interfaces: read-only. The number of non-v2 queries received on thisinterface.

E.2.1.11 igmplinterfaceJoins

The number of times a group membership has been added on thisinterface; that is, the number of times an entry
for thisinterface has been added to the Cache Table. This object gives an indication of the amount of IGMP
activity over the lifetime of the row entry.

All HFC-side: n/a, read-only. Always return avalue of zero (see CMCI-side).
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IAlIl CMCl-side: read-only. Group membership is defined to only exist on the CMCI.

E.2.1.12 igmplinterfaceProxylfindex

Some devices implement aform of IGMP proxying whereby memberships learned on the interface represented
by this row, cause IGMP Host Membership Reports to be sent on the interface whose ifIndex value is given by
this object. Such a device would implement the igmpV 2RouterMIBGroup only on its router interfaces (those
interfaces with non-zero igmplnterfaceProxylflndex). Typically, the value of this object is 0, indicating that no
proxying is being done.

E.2.1.12.1 Passive Mode

All Interfaces: read-only. Always return avalue of zero.
E.2.1.12.2 Active Mode
HFC-side: read-only. Always return a value of zero.

CMCI-side: read-only. Always return aifIndex for HFC-side interface.

E.2.1.13 igmplinterfaceGroups

The current number of entries for thisinterface in the Cache Table.
E.2.1.13.1 All HFC-side: n/a, read-only. Always return a value of zero (see CMCI-side).

E.2.1.13.2 All CMCIl-side; read-only. Group membership isdefined to only exist on the CMCI.

Number of active sessions Proxied or Active on this Interface.

E.2.1.14 igmplinterfaceRobustness

The robustness variable allows tuning for the expected packet |oss on asubnet. If asubnet is expected to be lossy,
the robustness variable may be increased. IGMP isrobust to (robustness variable - 1) packet losses.

E.2.1.14.1 Passive Mode

HFC-side: n/aread-only. Return avalue of zero.

CMCI-side: n/aread-only. Return a value of zero.

E.2.1.14.2 Active Mode

All interfaces: read-create. Min = 1; Max = (232-1); Default = 2
E.2.1.15 igmplinterfaceLastMemberQueryintvl

The last member query interval is the max response time inserted into group specific queries sent in response to
leave group messages, and is also the amount of time between group specific query messages. This value may be
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tuned to modify the leave latency of the network. A reduced value results in reduced time to detect the loss of the
last member of agroup.

E.2.1.15.1 Passive Mode

HFC-side: n/a, read-only. return a value of zero.

CMCI-side: read-only. Thisvalue is derived from observation of queries received from an upstream querier
E.2.1.152 Active Mode

HFC-side: n/a, read-only. return a value of zero.

CMCI-side: read-create. Min = 0; Max = 255; Default = 100.

E.2.2 igmpCacheTable - igmpCacheEntry

E.2.2.1 igmpCacheAddress

The IP multicast group address for which this entry contains information.

E.2.2.1.1 All Modes

Not-accessible (index). Report the address of active |P Multicast on the CMCI interface.

E.2.2.2 igmpCachelfindex

Theinterface for which this entry contains information for an P multicast group address.

E.2.22.1 All Modes

MUST only apply to CMCI interface (e.g., membership is only active on subscriber side of CM).

E.2.2.3 igmpCacheSelf

An indication of whether the local system is amember of this group address on this interface.

E.2.2.3.1 Passive Mode

Read-only. MUST be set to FALSE. The CM is not amember of any group.

E.2.2.3.2 Active Mode

Read-create. Implementation specific. If the CM is configured to be a member of the group, then membership
reports are sent with the CM’s |P Address but MUST ONLY be sent in proxy for active sessions on the CMCI
(e.g., the CM MUST NOT be amember of a multicast group that is not active on the CMCI). If the CM is not
configured to be a member, then the source | P Address of membership reports MUST be set to the current value
of theigmpCachel astReporter address.
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E.2.2.4 igmpCachelLastReporter

The IP address of the source of the last membership report received for this |P Multicast group address on this
interface. If no membership report has been received, this object has the value of 0.0.0.0.

E.224.1 All Modes

MUST only apply to last reporter on CMCI interface (e.g., membership is only active on subscriber side of CM).

E.2.2.5 igmpCacheUpTime

The time elapsed since this entry was created.

E.2.251 All Modes

read-only. MUST only apply to duration of membership on CMCI interface (e.g., membership is only active on
subscriber side of CM).

E.2.2.6 igmpCacheExpiryTime

The minimum amount of time remaining before this entry will be aged out.

E.2.2.6.1 All Modes

read-only. MUST only apply to duration of membership on CMCI interface (e.g., membership is only active on
subscriber side of CM).

E.2.2.7 igmpCacheStatus

The status of this entry.

E.2.27.1 All Modes
read-create. MUST only apply to membership on CMCI interface (e.g., membership is only active on subscriber

side of CM). Deletion of arow resultsin preventing downstream forwarding to this IP Multicast group address
on thisinterface.

E.2.2.8 igmpCacheVersionlHostTimer
The time remaining until the local querier will assume that there are no longer any IGMP version 1 members on
thie |P subnet attached to thisinterface. Upon hearing any IGMPv1 membership report, thisvalueis reset to the

group membership timer. While this time remaining is non-zero, the local querier ignores any IGMPv2 leave
messages for this group that it receives on this interface.

E.2.2.8.1 Passive Mode

All interfaces: n/a, read-only. Return a value of zero.
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E.2.2.82 Active Mode
HFC-side: n/a, read-only. Return a value of zero.

CMCl-side: read-only.

E.3 Docsis 2.0 CMTS support for the IGMP MIB

There are two types of interfaces applicable to IGMP on the DOCSIS 2.0 CMTS. These are the NSI-Side and
NSI-Side interfaces, respectively. Application of the IGMP MIB to DOCSIS 2.0 CMTSes is presented in terms
of passive and active CM TS operation and these two interface types.

It isimportant to note that an active IGMP capable CMTS may be implemented as a proxy, router, or hybrid
device. Assuch, the CMTS may be capable of querying on both its NSI and HFC side interfaces and may
manage membership for deviceson its NSI interfaces (e.g., asamulticast router). Thisis different than an active

CM, which MUST NOT query on itsHFC sideinterface (e.g., it may only query on its CMCI). This capability is
accounted for in the application of the IGMP MIB to the CMTS.

E.3.1 igmplinterfaceTable- igmpinterfaceEntry

E.3.1.1 igmplnterfacelfindex

TheifIndex value of the interface for which IGMP is enabled.

E.3.1.1.1 All Modes
Thisisthe same for passive and active modes.
NSI-side: not-accessible. ifIndex of applicable network side interface(s).

HFC-side: not-accessible. ifindex of docsCableMaclayer(127), CATV MAC Layer interface.

E.3.1.2 igmplnterfaceQueryinterval

The frequency at which IGMP Host-Query packets are transmitted on this interface.

E.3.1.2.1 Passive Mode
NSl-side: n/a, read-only. Return a value of zero.

HFC-side: read only . Thisvalue is derived based on the interval of queries received from a Network Side
querier.

E.3.1.2.2 Active Mode
NSl-side: read-create. Min = 0; Max = (2"32-1); Default = 125

HFC-side: read-create. Min = 0; Max = (232-1); Default = 125
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E.3.1.3 igmplinterfaceStatus

E.3.1.3.1 All Modes

The activation of arow enables IGMP on the interface. The destruction of a row disables IGMP on the interface.

E.3.1.4 igmplinterfaceVersion

The version of IGMP which isrunning on thisinterface. MUST be version 2 for all DOCSIS 2.0 CMTS
interfaces.

E.3.1.5 igmplnterfaceQuerier

The address of the IGMP Querier on the I P subnet to which thisinterface is attached.

E.3.1.5.1 Passive Mode

NSl-side: read-only. Thisis the address of a network side device.

HFC-side: read-only. Same as NSI-side value.
E.3.1.5.2 Active Mode
NSI-side: read-only.

HFC-side: read-only. Active CMTSs MUST report this as an |P Address assigned to the CMTS's HFC-side
interface. That is, queries MUST not originate from CMs or CPE.

E.3.1.6 igmplinterfaceQueryMaxResponseTime

The maximum query response time advertised in IGMPv2 queries on this interface.

E.3.1.6.1 Passive Mode

NSI-side: n/a, read-only. return avalue of zero.

HFC-side: read-only. Thisvalue is derived from observation of queries received from a network side querier.
E.3.1.6.2 Active Mode

NSI-side: read-create. Min = 0; Max = 255; Default = 100.

HFC-side: read-create. Min = 0; Max = 255; Default = 100.

E.3.1.7 igmplinterfaceQuerierUpTime

The time since igmpl nterfaceQuerier was last changed.
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E.3.1.7.1 PassiveMode

NSI-side: read-only.

HFC-side: n/a, read-only. Return a value of zero.
E.3.1.7.2 Active Mode

NSI-side: read-only.

HFC-side: read-only.

E.3.1.8 igmplinterfaceQuerierExpiryTime

The amount of time remaining before the other querier present timer expires. If thelocal systemisthe queier, the
value of this object is zero.

E.3.1.8.1 Passive Mode

Both interfaces: n/a, read-only. The CMTS is not the querier, return 0.

E.3.1.8.2 Active Mode

NSl-side: read-only.

HFC-side: read-only. The CMTS MUST be the only querier on the HFC.
E.3.1.9 igmplnterfaceVersionlQuerierTimer

The time remaining until the host assumes that there are no IGMPv1 routers present on the interface. While this
is non-zero, the host will reply to all queries with version 1 membership reports.

E.3.1.9.1 Passive Mode
NSl-side: n/aread-only. Return a value of zero.

HFC-side: n/aread-only. Return avalue of zero.

E.3.1.9.2 Active Mode

NSI-side: read-only.

HFC-side: read-only.

E.3.1.10 igmplinterfaceWrongVersionQueries

The number of queries recived whose IGMP version does not match igmpl nterfaceVersion, over the lifetime of
the row entry. IGMP requiresthat all routers on a LAN be configured to run the same version of IGMP.

Although, DOCSIS 2.0 requires that all CMTS and CMTSTS devices support IGMPV2, it is possible for a
network side querier to be an IGMPv1 querier.
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E.3.1.10.1 All Modes

All interfaces: read-only. The number of non-v2 queries received on thisinterface.

E.3.1.11 igmplinterfaceJoins
The number of times a group membership has been added on thisinterface; that is, the number of times an entry

for thisinterface has been added to the Cache Table. This object gives an indication of the amount of IGMP
activity over the lifetime of the row entry.

E.3.1.11.1 Passive Mode
NSl-side: n/aread-only. Return a value of zero.

HFC-side: n/aread-only. Return a value of zero.

E.3.1.11.2 Active Mode

NSl-side: read-only.

HFC-side: read-only.

E.3.1.12 igmplinterfaceProxylfindex

Some devices implement aform of IGMP proxying whereby memberships learned on the interface represented
by this row, cause IGMP Host Membership Reports to be sent on the interface whose ifIndex value is given by
this object. Such a device would implement the igmpV 2RouterMIBGroup only on its router interfaces (those
interfaces with non-zero igmplnterfaceProxylflndex). Typically, the value of this object is 0, indicating that no
proxying is being done.

E.3.1.12.1 Passive Mode

All Interfaces: read-only. Always return avalue of zero.

E.3.1.12.2 Active Mode

NSI-side: read-only.

HFC-side: read-only. Always return an ifIndex for a NSl-side interface.
E.3.1.13 igmplinterfaceGroups

The current number of entriesfor thisinterfacein the Cache Table.
E.3.1.13.1 Passive Mode

NSl-side: n/aread-only. Return a value of zero.

HFC-side: n/aread-only. Group membership of HFC-side devices.
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E.3.1.13.2 Active Mode

NSI-side: read-only.

HFC-side: read-only.

E.3.1.14 igmplinterfaceRobustness

The robustness variable allows tuning for the expected packet |oss on asubnet. If asubnet is expected to be lossy,
the robustness variable may be increased. IGMP is robust to (robustness variable - 1) packet losses.

E.3.1.14.1 Passive Mode

NSl-side: n/aread-only. Return avalue of zero.

HFC-side: n/aread-only. Return avalue of zero.

E.3.1.14.2 Active Mode

All interfaces: read-create. Min = 1; Max = (2"32-1); Default = 2
E.3.1.15 igmplinterfaceLastMemberQueryintvl

The last member query interval is the max response time inserted into group specific queries sent in response to
leave group messages, and is also the amount of time between group specific query messages. This value may be
tuned to modify the leave latency of the network. A reduced value results in reduced time to detect the loss of the
last member of agroup.

E.3.1.15.1 Passive Mode
NSl-side: n/a, read-only. return avalue of zero.

HFC-side: read-only. Thisvalue is derived from observation of queries received from a network side querier.

E.3.1.15.2 Active Mode
NSI-side: read-create. Min = 0; Max = 255; Default = 100.

HFC-side: read-create. Min = 0; Max = 255; Default = 100.
E.3.2 igmpCacheTable - igmpCacheEntry

E.3.2.1 igmpCacheAddress

The IP multicast group address for which this entry contains information.

E.3.21.1 All Modes

Not-accessible (index). Report the address of active |P Multicast on the interface.
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E.3.2.2 igmpCachelfindex

Theinterface for which this entry contains information for an P multicast group address.
E.3.22.1 Passive Mode

MUST only apply to HFC side interface (e.g., membership is only active on subscriber side of CMTS).
E.3.2.2.2 Active Mode

NSI-side: not-accessible

HFC-side: not-accessible

E.3.2.3 igmpCacheSelf

An indication of whether the local system is amember of this group address on this interface.
E.3.23.1 Passive Mode

read-only. MUST be set to FALSE. The CMTS is not amember of any group.

E.3.23.2 Active Mode

NSI-side: read-create. Implementation specific (i.e., may apply to RIPv2 or OSPF)
HFC-side: MUST be set to FALSE. The CMTS is not a member of any group on the HFC.
E.3.2.4 igmpCachelLastReporter

The IP address of the source of the last membership report received for this |P Multicast group address on this
interface. If no membership report has been received, this object has the value of 0.0.0.0.

E.3.24.1 Passive Mode

MUST only apply to last reporter on HFC-side interface (e.g., membership is only active on subscriber side of
CMTS).

E.3.24.2 Active Mode
NSl-side: read-only

HFC-side: read-only

E.3.2.5 igmpCacheUpTime

The time elapsed since this entry was created.
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E.3.25.1 Passive Mode

MUST only apply to duration of membership on HFC-side interface (e.g., membership is only active on
subscriber side of CMTS).

E.3.252 Active Mode

NSl-side: read-only

HFC-side: read-only

E.3.2.6 igmpCacheExpiryTime

The minimum amount of time remaining before this entry will be aged out.

E.3.2.6.1 Passive Mode

MUST only apply to duration of membership on HFC-side interface (e.g., membership is only active on
subscriber side of CMTS).

E.3.26.2 Active Mode
NSl-side: read-only
HFC-side: read-only

E.3.2.7 igmpCacheStatus

The status of this entry.

E.3.2.7.1 Passive Mode
read-create MUST only apply to membership on HFC-side interface (e.g., membership is only active on

subscriber side of CMTS). Deletion of arow resultsin preventing downstream forwarding to this IP Multicast
group address on thisinterface.

E.3.2.7.2 Active Mode
NSl-side: read-create

HFC-side: read-create

E.3.2.8 igmpCacheVersionlHostTimer

The time remaining until the local querier will assume that there are no longer any IGMP version 1 members on
thie IP subnet attached to thisinterface. Upon hearing any IGMPv1 membership report, thisvalueis reset to the
group membership timer. While this time remaining is non-zero, the local querier ignores any IGMPv2 leave
messages for this group that it receives on this interface.
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E.3.2.8.1 Passive Mode

All interfaces: n/a, read-only. Return a value of zero.

E.3.2.8.2 Active Mode
NSI-side: read-only.

HFC-side: read-only.

E.3.3 IGMP MIB Compliance

E.3.3.1 docslgmpV2PassiveDeviceCompliance

docsl gnpV2Passi veDevi ceConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
"The conpliance statement for DOCSI S Devi ces passively running |GWv2 and
i mpl enenting the IGW MB."
MODULE - this nodul e
MANDATORY- GROUPS { i gnpBaseM BGr oup,
i gnpRout er M BGr oup,
i gnpV2Rout er M BGr oup
}
OBJECT i gnpl nterfaceSt at us
M N- ACCESS r ead-onl y
DESCRI PTI ON
"Wite access is not required."

OBJECT i gnpCacheSt at us

M N- ACCESS r ead-onl y

DESCRI PTI ON

"Wite access is not required."

;.= {docsl gnpM BConpl i ances 1}
E.3.3.2 docslgmpV2ActiveDeviceCompliance

docsl gnmpV2Act i veCnConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
"The conpliance statenment for DOCSI S Devices actively running | GWwv2 and
i mpl enenting the IGW MB. "
MODULE - this nodul e
MANDATORY- GROUPS { i gnpBaseM BG oup,
i gmpV2Host M BGr oup,
i gnpRout er M BGr oup,
i gmpV2Rout er M BGr oup
}
OBJECT i gnpl nterfaceStatus
M N- ACCESS r ead-only
DESCRI PTI ON
"Wite access is not required."

OBJECT i gnpCacheSt at us

M N- ACCESS r ead-onl y

DESCRI PTI ON

"Wite access is not required.”

;= {docsl gnpM BConpl i ances 2}
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E.3.4 MIB Groups

See IGMP MIB for a description of the objectsincluded in each group.
E.3.4.1 igmpV2HostMIBGroup

Active Devices only (optional - see notes for igmpCacheSelf).
E.3.4.2 igmpV2RouterMIBGroup

Active and Passive Devices

E.3.4.3 igmpBaseMIBGroup

Active and Passive Devices

E.3.4.4 igmpV2RouterMIBGroup

Active and Passive Devices

E.3.4.5 igmpRouterMIBGroup

Active and Passive Devices

E.3.4.6 igmpV2HostOptMIBGroup

Active and Passive Devices

E.3.4.7 igmpV2ProxyMIBGroup

Active Devicesonly.
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Annex F Expected Behaviors for DOCSIS 2.0 Modem in 1.0, 1.1, and 2.0
Modes in OSS Area (normative)

The following table identifies DOCSIS OSS| 2.0 CM features that MAY and MUST be implemented in 1.1 or

1.0 mode.
Required behavior, DOCSIS Required behavior, DOCSIS Required behavior, DOCSIS
Specific 2.0 Modem 2.0 Modem 2.0 Modem
requirement in 1.0 Mode in 1.1 Mode in 2.0 Mode

Assignment of
event-id

SHOULD support a 32-bit
number with the following re-
guirement: 1) Top bitis set to O
for DOCSIS standard events;
2) top bit is set to 1 for vendor
proprietary events.

MUST be a 32-bit number.
Top bit is set to 0 for DOCSIS
standard events. Top bit is set
to 1 for vendor proprietary
events.

MUST be a 32-bit number.
Top bit is set to 0 for DOCSIS
standard events. Top bit is set
to 1 for vendor proprietary
events.

Event Definitions

CM SHOULD support DOC-
SIS standard events defined in
the OSSI 2.0 specification.

CM MUST support DOCSIS
standard events defined in the
0SSl 2.0 specification.

CM MUST support DOCSIS
standard events defined in the
0SSl 2.0 specification.

Default handling of
events by priority.
(Whether to store lo-
cally, send trap, or
syslog message)

CM SHOULD behave as fol-
low: Error and notice events
are stored locally and sent as
traps and syslog messages.
Other event levels are stored
only to the local log, except for
informational and debug which
are not stored or sent as traps
or syslog messages.

CM MUST behave as follows:
Error and notice events are
stored locally and send traps
and syslog messages. Other
event levels store only to the
local log, except for informa-
tional and debug which are not
stored or cause any traps or
syslog messages.

CM MUST behave as follows:
Error and notice events are
stored locally and send traps
and syslog messages. Other
event levels store only to the
local log, except for informa-
tional and debug which are not
stored or cause any traps or
syslog messages.

Meaning of event lev-
els

CM SHOULD support event
level definitions specified by
the OSSI 2.0 specification.

CM MUST support event level
definitions specified by the
0SSl 2.0 specification.

CM MUST support event level
definitions specified by the
0SSl 2.0 specification.
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Specific
requirement

Required behavior, DOCSIS
2.0 Modem
in 1.0 Mode

Required behavior, DOCSIS
2.0 Modem
in 1.1 Mode

Required behavior, DOCSIS
2.0 Modem
in 2.0 Mode

Event storage in
docsDevEventTable

Each entry in the dosDe-
vEventTable contains an
event-1D (identical to the
Eventid requirement specified
in Section 7.4.2.2.2), event
time stamp when the event oc-
curred first time and last time,
number of appearances and
event description in human-
readable English format. Total
length of the each event de-
scription entry MUST not be
longer than 255 characters
(max. defined for SNMPad-
minString). Each event, or
group of consecutive events
with identical eventlds MUST
constitute at least one row in
the docsDevEvReporting ta-
ble. For groups of consecu-
tive events with identical even-
tlds, the CM MAY choose to
store only a single row. In such
a case, the event text of that
row MUST match that of the
most recent event. The event
count MUST represent the
number of events associated
with that row. The first and last
time columns MUST contain
the time at which the least re-
cent and most recent events
associated with the row oc-
curred respectively.

Each entry in the dosDe-
vEventTable contains an
event-1D (identical to the
Eventid requirement specified
in Section 7.4.2.2.2), event
time stamp when the event oc-
curred first time and last time,
number of appearances and
event description in human-
readable English format. Total
length of the each event de-
scription entry MUST not be
longer than 255 characters
(max. defined for SNMPad-
minString). Each event, or
group of consecutive events
with identical eventlds MUST
constitute at least one row in
the docsDevEvVReporting ta-
ble. For groups of consecu-
tive events with identical even-
tlds, the CM MAY choose to
store only a single row. In such
a case, the event text of that
row MUST match that of the
most recent event. The event
count MUST represent the
number of events associated
with that row. The first and last
time columns MUST contain
the time at which the least re-
cent and most recent events
associated with the row oc-
curred respectively.

Each entry in the dosDe-
vEventTable contains an
event-ID (identical to the
Eventid requirement specified
in Section 7.4.2.2.2), event
time stamp when the event oc-
curred first time and last time,
number of appearances and
event description in human-
readable English format. Total
length of the each event de-
scription entry MUST not be
longer than 255 characters
(max. defined for SNMPad-
minString). Each event, or
group of consecutive events
with identical eventlds MUST
constitute at least one row in
the docsDevEVReporting ta-
ble. For groups of consecu-
tive events with identical even-
tlds, the CM MAY choose to
store only a single row. In such
a case, the event text of that
row MUST match that of the
most recent event. The event
count MUST represent the
number of events associated
with that row. The first and last
time columns MUST contain
the time at which the least re-
cent and most recent events
associated with the row oc-
curred respectively.

Number of rows in
docsDevEventTable

CM MUST support a minimum
of 10 rows of docsDevEvent-
Table.

CM MAY support a minimum
of 10 rows of docsDevEvent-
Table.

CM MAY support a minimum
of 10 rows of docsDevEvent-
Table.

Event log persistence

Event log MUST persist
across reboots

Event log MUST persist
across reboots.

Event log MUST persist
across reboots.

SNMP Version of
Trap Control (when
CM is in SNMP v1/
v2c DocsDevNm
Access mode)

CM MUST implement docs-
DevNmAccessTrapVersion,
which controls whether SNMP
V1 or V2 traps are sent.

CM MUST implement docs-
DevNmAccessTrapVersion,
which controls whether SNMP
V1 or V2 traps are sent.

CM MUST implement docs-
DevNmAccessTrapVersion,
which controls whether SNMP
V1 or V2 traps are sent.

Syslog message for-
mat

CM SHOULD support the sys-
log message with the for-
mat:<level>CABLEMODEM
[vendor]: <eventld> tex-
tOR<level>Cablemodem [ven-
dor]: text

CM MUST support the syslog
message with the format:
<level>CABLEMODEM [ven-
dor]: <eventld> text

CM MUST support the syslog
message with the format:
<level>CABLEMODEM |[ven-
dor]: <eventld> text

SNMP Protocol Re-
guirement

CM MUST support SNMP v1/
v2c and SNMPv3 with DH. CM
must support SNMP require-
ments specified in Section 5.2
of the OSSI.

CM MUST support SNMP v1/
v2c and SNMPv3 with DH

CM MUST support SNMP v1/
v2c and SNMPv3 with DH

MIBs to implement

CM MUST support MIB ob-
jects as specified by Annex A.

CM MUST support MIB ob-
jects as specified by Annex A.

CM MUST support MIB ob-
jects as specified by Annex A.
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Specific
requirement

Required behavior, DOCSIS
2.0 Modem
in 1.0 Mode

Required behavior, DOCSIS
2.0 Modem
in 1.1 Mode

Required behavior, DOCSIS
2.0 Modem
in 2.0 Mode

Deprecated MIB ob-
jects

Deprecated object is optional.
If supported, the object MUST
be implemented correctly. If
not supported, the object
MUST return appropriate SN-
MP error notifying that the ob-
ject does not exist.

Deprecated object is optional.
If supported, the object MUST
be implemented correctly. If
not supported, the object
MUST return appropriate SN-
MP error notifying that the ob-
ject does not exist.

Deprecated object is optional.
If supported, the object MUST
be implemented correctly. If
not supported, the object
MUST return appropriate SN-
MP error notifying that the ob-
ject does not exist.

Configuration Man-
agement

CM MUST support configura-
tion management require-
ment as specified by Section
7.2 of the OSSI 2.0 specifica-
tion.

CM MUST support configura-
tion management require-
ment as specified by Section
7.2 of the OSSI 2.0 specifica-
tion.

CM MUST support configura-
tion management require-
ment as specified by Section
7.2 of the OSSI 2.0 specifica-
tion.

IP/LLC filters

CM SHOULD support LLC/IP
filter requirement as specified
by OSSI 2.0 specification.

CM MUST support LLC/IP fil-
ter requirement as specified
by OSSI 2.0 specification.

CM MUST support LLC/IP fil-
ter requirement as specified
by OSSI 2.0 specification.

CM interaction with
CM configuration file

CM MUST process TLV type
11 entries in a configuration
file as specified by Section 6.4
of the OSSI 2.0 specification.

CM MUST process TLV type
11 entries in a configuration
file as specified by Section 6.4
of the OSSI 2.0 specification.

CM MUST process TLV type
11 entries in a configuration
file as specified by Section 6.4
of the OSSI 2.0 specification.

Additional MIB ob-
jects requirement

CM MUST implement addi-
tional MIB object requirements
(on top of RFCs) as specified
in Section 6.3 of the OSSI 2.0
specification.

CM MUST implement addi-
tional MIB object requirements
(on top of RFCs) as specified
in Section 6.3 of the OSSI 2.0
specification.

CM MUST implement addi-
tional MIB object requirements
(on top of RFCs) as specified
in Section 6.3 of the OSSI 2.0
specification.

Performance man-
agement

CM MUST support perfor-
mance management require-
ments as specified by Section
7.5 of the OSSI 2.0 specifica-
tion.

CM MUST support perfor-
mance management require-
ments as specified by Section
7.5 of the OSSI 2.0 specifica-
tion.

CM MUST support perfor-
mance management require-
ments as specified by Section
7.5 of the OSSI 2.0 specifica-
tion.

OSS for CMCI

CM MUST support CMCI re-
guirements as specified by
Section 9 of the OSSI 2.0
specification.

CM MUST support CMCI re-
guirements as specified by
Section 9 of the OSSI 2.0
specification.

CM MUST support CMCI re-
guirements as specified by
Section 9 of the OSSI 2.0
specification.
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Annex G DOCS-IF-EXT-MIB (normative)

All objectsincluded in the DOCS-IF-EXT-MIB have corresponding objects in the MIB specified in DOCS-RFI-
MIB .

A 20CMTSanda2.0CM in 2.0 mode MUST implement both DOCS-IF-EXT-MIB and DOCS-RFI-MIB.

Itisintended that an ECN will be released later requiring all CMs in all modes to support DOCS-RFI-MIB and
deprecate DOCS-IF-EXT-MIB.

This MIB extends the [RFC 2670] DOCS-IF-MIB with three new objects defined. The new object,
docslfDocsisCapability, is used to indicate the DOCSIS capability of a cable device, that iswhether it is
DOCSIS1.1 capable or DOCSIS1.0 capable.

The new object, docslfDocsisOperMode, is used to indicate whether it is registered asa DOCSIS1.1 device or
DOCSISL.0 device.

The new object, docslfCmtsCmStatusDocsi sM ode, which augments the docsl fCmtsCmStatusTable in DOCS-IF-
MIB, is used to indicate whether a CM is registered as DOCSIS1.1 modem or DOCSIS1.0 modem.

DOCS- | F-EXT-M B DEFINI TIONS ::= BEG N

| MPORTS

MODULE- | DENTI TY,

OBJECT- TYPE
FROM SNMPv2- SM

OBJECT- GROUP,

MODUL E- COVPLI ANCE
FROM SNMPv 2- CONF

TEXTUAL- CONVENTI ON

FROM SNWPv2- TC

docsl fM b,

docsl f Cnt sCnfSt at usEntry
FROM DCCS- | F- M B;

docsl f Ext M b MODULE- | DENTI TY
LAST- UPDATED "0011160000Z" -- November 16, 2000
ORGANI ZATI ON "I ETF | PCDN Wor ki ng Group"
CONTACT- | NFO

DESCRI PTI ON
"This is the extension Mdule to rfc2670 DOCS-IF-MB. "
REVI SI ON " 0010080000Z"
DESCRI PTI ON
"Initial Version. "
::={ docslfMb 21}

- Textual Conventions

Docsi sVersi on ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON "I ndi cates the docsis version nunber."
SYNTAX I NTEGER {

docsi s10 (1),
docsi s11 (2)
}

docsl f Docsi sCapabi | ity OBJECT- TYPE
SYNTAX Docsi sVer si on
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
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"I ndication of the DOCSIS capability of the device.

::={ docslfExtMb 1 }

docsl f Docsi sOper Mode OBJECT- TYPE
SYNTAX Docsi sVer si on
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"I ndication whether the device has registered as a 1.0 or 1.1.

For CMIS and unregistered CM it is always the same as docsDevDocsi sCapability.

::={ docslfExtMb 2 }

-- CMstatus table (within CMIS).
-- This table is inplemented only at the CMIS.
-- It contains per CMstatus information available in the CMIS.

docsl f Cnt sCnfSt at usExt Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Docsl f Cnt sCnSt at usExt Entry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"A set of objects in the CMIS, nmumintained for each
Cabl e Mbdem connected to this CMIS. "
::={ docslfExtMb 3 }

docsl f Cnt sCnSt at usExt Entry OBJECT- TYPE

SYNTAX Docsl f Cnt sCSt at usExt Entry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"Status information for a single Cable Mdem
An entry in this table exists for each Cabl e Modem
whi ch is connected to the CMIS. "

AUGMVENTS { docsl f Cnt sCnfSt at usEntry }

;= { docsl fCnt sCnfSt at usExt Table 1 }

Docsl f Cnt sCnfSt at usExt Entry :: = SEQUENCE {
docsl f Cnt sCnfst at usDocsi shbde Docsi sVersi on
}
docsl f Cnt sCnft at usDocsi sMbde OBJECT- TYPE
SYNTAX Docsi sVersi on
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"I ndication whether the CM has registered as a 1.0 or 1.1 nodem "
;1= { docslfCntsCnStatusExtEntry 1 }

docsl f Ext Conf ormance OBJECT | DENTI FI ER
docsl f Ext Conpl i ances OBJECT | DENTI FI ER
docsl f Ext G oups OBJECT | DENTI FI ER

{ docslIfExtMb 4 }
{ docsl f Ext Conformance 1 }
{ docsl f Ext Conf ormance 2 }

-- conpliance statenents

docsl f Ext CnConpl i ance MODULE- COMPLI ANCE
STATUS current
DESCRI PTI ON
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"The conpliance statement."
MODULE -- docslfExtM b

-- unconditionally mandatory groups for CM
MANDATORY- GROUPS {
docsl f Docsi sVer si onGr oup

}
::={ docslfExt Conpliances 1}

docsl f Docsi sVer si onG oup OBJECT- GROUP

OBJECTS {

docsl f Docsi sCapabi lity,

docsl f Docsi sOper Mode
}
STATUS current
DESCRI PTI ON

"(hj ect group to indicates DOCSIS version."

::={ docslfExtGroups 1}

docsl f Ext Cnt sConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
"The conpliance statenment."

MODULE -- docslfExtM b
-- unconditionally nmandatory groups for CMIS

MANDATORY- GROUPS {
docsl f Ext Group,
docsl f Docsi sVer si onG oup
}
;= { docsl fExt Conpliances 2 }
docsl f Ext G oup OBJECT- GROUP
OBJECTS {
docsl f Cnt sCnfSt at usDocsi sMbde
}
STATUS current
DESCRI PTI ON
"Mandat ory inpl ementation group for CMIS."
::= { docsl fExtGroups 2 }

END
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Annex H DOCS-CABLE-DEVICE-TRAP-MIB (normative)

DOCS- CABLE- DEVI CE- TRAP-M B DEFI NI TIONS ::= BEG N

I MPCRTS

MODULE- | DENTI TY,
NOTI FI CATI ON- TYPE
FROM SNWPv2- SM

MODUL E- COVPLI ANCE,
NOTI FI CATI ON- GROUP
FROM SNIVPv2- CONF

docsDev,
--docsDevBase,
docsDevEvLevel ,
docsDevEvl d,
docsDevEvText,
docsDevSwFi | enane,
docsDevSwSer ver,
docsDevSer ver Dhep,
docsDevServer Ti ne,
docsDevNoti fication
FROM DOCS- CABLE- DEVI CE-M B - - RFC2669

docsl f CCnt sAddr ess,

docsl f Cnt sCnSt at usMacAddr ess,

docsl f Docsi sBaseCapabi lity,

docsl f CnSt at usDocsi sOper Mode,

docsl f CnSt at usMbdul at i onType,

docsl f Cnt sCnSt at usDocsi sReghbde,

docsl f Cnt sCnSt at usMobdul at i onType

FROM DOCS-1 F-M B -- draft-ietf-ipcdn-docs-rfn bv2-02

docsl f Docsi sCapability, -- deprecated
docsl f Docsi sOper Mbde, -- deprecated

docsl f Cnt sCnSt at usDocsi sMbde -- deprecat ed
FROM DOCS- | F- EXT-M B -- deprecated

i f PhysAddr ess
FROM | F- M B;

docsDevTrapM B MODULE- | DENTI TY

LAST- UPDATED " 0202250000Z"

ORGANI ZATI ON "Ci sco Systens, Inc."
CONTACT- | NFO "

Junm ng Gao

Cisco Systens |nc

<j gao@ ci sco. conp

DESCRI PTI ON

"Modi fied by David Raftus (david.raftus@nedia.con) to deprecate trap definition objects
originating fromthe docslfExt M B. Correspondi ng objects fromthe Docsis 2.0 RF M B draft
were added to the trap definitions."

REVI SI ON " 000926000000Z"

DESCRI PTI ON

"The CABLE DEVICE TRAP M B is an extension of the CABLE DEVICE M B defined in RFC2669. It
defines various trap objects for both cable nbdem and cabl e nbdemterm nation systens. Two
groups of SNWP notification objects are defined. One group is for notifying cable nodem
events and one group for notifying cable nodemterm nation systemevents. Common to all CM
notification objects (traps) is that their OBJECTS statenents contain information about the
event priority, the event I1d, the event nmessage body, the CM DOCSI S capability, the CM DOCSI S
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QCS level, the CM DOCSI S upstream nodul ati on type, the cable interface MAC address of the
cabl e nodem and the cable card MAC address of the CMIS to which the nbdemis connected.
These objects are docsDevEvLevel, docsDevld, docsDevEvText, docslfDocsi sBaseCapability,

docsl f CnSt at usDocsi sOper Mbde, docsl f Cnf5t at usMbdul ati onType, i f PhysAddress and

docsl| f CnCnt sAddr ess. The val ues of docsDevEvLevel, docsDevld, and docsDevEvText are fromthe
entry which logs this event in the docsDevEvent Tabl e, which is defined in DOCS- CABLE- DEVI CE-
M B of [RFC 2669]. The docslfDocsi sBaseCapability, docslfCnfstatusDocsi sOper Mode, and

docsl| f CnSt at usModul ati onType are defined in the DOCS-1F-M B. The ifPhysAddress value is the
MAC address of the cable interface of this cable nodem The docslfCnCnt sAddress specifies the
MAC address of the CMIS (if there is a cable card/ interface in the CMIS, then it is actually
the cable interface interface MAC address to which the CMis connected). Individual CMtrap
may contain additional objects to provide necessary information.

Common to all CMIS notification objects (traps) is that their OBJECTS statenents contain

i nformation about the event priority, the event I1d, the event nessage body, the connected CM
DOCSI S QOS status, the connected CM DOCSI S nodul ati on type, the CM cable interface MAC
address, the CMIS DOCSI S capability, and the CMIS MAC address.

These objects are docsDevEvLevel, docsDevld, docsDevEvText,

docsl f Cnt sCnSt at usDocsi sReghbde,

docsl f Cnt sCnSt at usMbdul at i onType, docsl f Cnt sCnfSt at usMacAddr ess,

docsl f Docsi sBaseCapabi lity, and ifPhysAddress. The val ues of

docsDevEvLevel, docsDevld, and docsDevEvText are

simlar to those in CMtraps. The val ues of

docsl f Cnt sCnSt at usDocsi sReg©bde,

docsl f Cnt sCnSt at usMbdul ati onType, and

docsl f Cnt sCnSt at usMacAddress are fromthe

docsl| f Cnt sCnSt at usEntry (defined in DOCS-1F-M B)

corresponding to a connected CM The docsl f Docsi sBaseCapability

i ndi cates the CMIS DOCSI S capability.

The ifPhysAddress value is the CMIS MAC address (if there is a

cabl e

card/ interface in the CMIS, then it is actually the MAC address

of the cable

i nterface which connected to the CV.

::={ docsDev 10 }

--docsDevNotification OBJECT IDENTIFIER ::= { docsDev 2 }
docsDevTraps OBJECT | DENTIFIER ::= { docsDevNotification 1 }
docsDevTrapControl OBJECT | DENTIFIER ::= { docsDevTraps 1}
docsDevCnilr aps OBJECT | DENTI FIER ::= { docsDevTraps 2 0 }
docsDevCnt sTraps OBJECT | DENTI FIER ::= { docsDevTraps 3 0 }

docsDevCnilr apCont r ol OBJECT- TYPE

SYNTAX BI TS {

cm ni t TLVUnknownTr ap( 0),
cnDynSer vRegFai | Trap( 1),
cmDynSer vRspFai | Trap( 2),
cnDynSer vAckFai | Trap( 3),
cmBpi I nitTrap( 4),
cmBPKMITr ap( 5),

cnDynam cSATrap( 6),
cnDHCPFai | Trap( 7),
cmBwUpgr adel nit Trap( 8),
cmBwUpgr adeFai | Trap( 9),
cmBwUpgr adeSuccessTrap( 10),
cmBwUpgr adeCVCTrap( 11),
cmrODFai | Trap( 12),
cnDCCReqFai | Trap( 13),
cnDCCRspFai | Trap( 14),
cnDCCAckFai | Trap( 15)

}
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MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON

"The object is used to enable CMtraps. Fromleft to right, the set bit indicates the
corresponding CMtrap is enabled. For exanple, if the first bit is set, then
docsDevCml ni t TLVUnknownTrap is enabled. If it is zero, the trap is disabled.

DEFVAL { 00" h }
:= { docsDevTrapControl 1}

docsDevCrt sTrapControl OBJECT- TYPE

SYNTAX BI TS {

cmt sl ni t RegRegFai | Trap( 0),
cmtslnit RegRspFai | Trap( 1),
cnt sl ni t RegAckFai | Trap( 2),
cmt sDynServRegFai | Trap( 3),
cmt sDynServRspFai | Trap( 4),
cmt sDynSer vAckFai | Trap( 5),
crmt sBpilnitTrap( 6),

cmt sBPKMIrap( 7),

cmt sDynami cSATrap( 8),

cnt sDCCReqgFai | Trap( 9),

cmt sDCCRspFai | Trap( 10),
cmt sDCCAckFai | Trap( 11)

}

MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON

"The object is used to enable CMIS traps. Fromleft to right, the set bit indicates the
corresponding CMIS trap is enabled. For exanple, if the first bit is set, then
docsDevCnt sl nit RegRspFai | Trap is enabled. If it is zero, the trap is disabled.

DEFVAL { '00' h }

::= { docsDevTrapControl 2}

docsDevCml ni t TLVUnknownTr ap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Docsi sCapabi lity, -- deprecated
docsl f Docsi sOper Mode, -- deprecated

i f PhysAddr ess,

docsl f CCnt sAddr ess,

docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mode,
docsl f CnSt at usMbdul ati onType }

STATUS current

DESCRI PTI ON

"Event due to detection of unknown TLV during the TLV parsing process. The val ues of
docsDevEvLevel , docsDevld, and docsDevEvText are fromthe entry which logs this event in the
docsDevEvent Tabl e. The docsl f Docsi sBaseCapability indicates the DOCSIS version information.
The docsl f CSt at usDocsi sOper Mbde i ndicates the QOS |l evel of the CM while the

docsl f CnSt at usModul ati onType i ndi cates the upstream nodul ati on net hodol ogy used by the CM
The ifPhysAddress value is the MAC address of the cable interface of this cable nobdem The
docsl| f CCnt sAddr ess specifies the MAC address of the CMIS to which the CMis connected (if
there is a cable card/ interface in the CMIS, then it is actually the MAC address of the
cable interface which connected to the CM. This part of information is uniforned across all
CM traps.
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::={ docsDevCniraps 1 }

docsDevCnDynSer vReqFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Docsi sCapability, -- deprecated
docsl f Docsi sOper Mode, -- deprecated

i f PhysAddr ess,

docsl f CCnt sAddr ess,

docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mode,
docsl f CnSt at usMbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a dynamic service request happened during the dynamc
servi ces process.

::={ docsDevCniraps 2 }

docsDevCnDynSer vRspFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel ,

docsDevEvl d,

docsDevEvText,

docsl f Docsi sCapability, -- deprecated
docsl f Docsi sOper Mbde, -- deprecated

i f PhysAddress,

docsl f CCnt sAddr ess,

docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mode,
docsl f CnSt at usModul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a dynam c service response happened during the dynam c
servi ces process.

::= { docsDevOniraps 3}

docsDevCnDynSer vAckFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Docsi sCapabi lity, -- deprecated
docsl f Docsi sOper Mode, -- deprecated

i f PhysAddress,

docsl f CnCnt sAddr ess,

docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mbde,
docsl f CnSt at usModul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a dynamic service acknow edgenent happened during the
dynam c services process.

;1= { docsDevCnilraps 4}

docsDevCBpi | nit Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,
docsDevEvl d,
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docsDevEvText,
docsl f Docsi sCapability, -- deprecated
docsl f Docsi sOper Mode, -- deprecated

i f PhysAddr ess,

docsl f CnCnt sAddr ess,

docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mbde,
docsl f CnSt at usModul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a BPI initialization attenpt happened during the
regi strati on process.

::={ docsDevCniraps 5 }

docsDevCnBPKMIT ap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Docsi sCapabi lity, -- deprecated
docsl f Docsi sOper Mode, -- deprecated

i f PhysAddress,

docsl f CnCnt sAddr ess,

docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mode,
docsl f CnSt at usMbdul ati onType }

STATUS current
DESCRI PTI ON
"An event to report the failure of a BPKM operation.

::= { docsDevOniraps 6 }

docsDevCnDynam cSATrap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Docsi sCapabi lity, -- deprecated
docsl f Docsi sOper Mode, -- deprecated

i f PhysAddress,

docsl f CCnt sAddr ess,

docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mode,
docsl f CnSt at usMbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a dynamic security
associ ati on operation.

::={ docsDevCniraps 7 }

docsDevCnDHCPFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Docsi sCapability, -- deprecated
docsl f Docsi sOper Mbde, -- deprecated

i f PhysAddress,
docsl f CnCnt sAddr ess,
docsDevSer ver Dhep,
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docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mbde,
docsl f CnSt at usModul ati onType }

STATUS current
DESCRI PTI ON

"An event to report the failure of a DHCP server.

The val ue of docsDevServerDhcp is the | P address
of the DHCP server.

::={ docsDevCniraps 8 }

docsDevCnSwUpgr adel ni t Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel ,

docsDevEvl d,

docsDevEvText,

docsl f Docsi sCapability, -- deprecated
docsl f Docsi sOper Mbde, -- deprecated

i f PhysAddress,

docsl| f CrCnt sAddr ess,
docsDevSwFi | enane,
docsDevSwSer ver,

docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mode,
docsl f CnSt at usMbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report a software upgrade initiated
event. The val ues of docsDevSwril enanme, and
docsDevSwServer indicate the software i mage nanme
and the server |P address the inage is from

::={ docsDevCniraps 9 }

docsDevCnSwUpgr adeFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Docsi sCapability, -- deprecated
docsl f Docsi sOper Mbde, -- deprecated

i f PhysAddress,

docsl f CCnt sAddr ess,
docsDevSwFi | enane,
docsDevSwSer ver,

docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mbde,
docsl f CnSt at usModul ati onType }

STATUS current
DESCRI PTI ON

"An event to report the failure of a software upgrade

attenpt. The val ues of docsDevSwri |l ename, and
docsDevSwServer indicate the software i mage nane
and the server |P address the inage is from

;.= { docsDevCnilraps 10 }

docsDevCrrBwUpgr adeSuccessTrap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel ,

docsDevEvi d,

docsDevEvText,
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docsl f Docsi sCapability, -- deprecated
docsl f Docsi sOper Mode, -- deprecated

i f PhysAddress,

docsl f CnCnt sAddr ess,

docsDevSwFi | enane,

docsDevSwSer ver,

docsl f Docsi sBaseCapabi lity,

docsl f CnSt at usDocsi sOper Mbde,

docsl f CnSt at usModul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the Software upgrade success event.
The val ues of docsDevSwFi | enanme, and

docsDevSwServer indicate the software i mage name

and the server |P address the image is from

::= { docsDevOniraps 11 }

docsDevCrrBwUpgr adeCVCFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Docsi sCapabi lity, -- deprecated
docsl f Docsi sOper Mbde, -- deprecated

i f PhysAddress,

docsl f CnCnt sAddr ess,

docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mode,
docsl f CnSt at usMbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of the verification

of code file happened during a secure software upgrade
attenpt.

::= { docsDevOniraps 12 }

docsDevCmTODFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Docsi sCapabi lity, -- deprecated
docsl f Docsi sOper Mbde, -- deprecated

i f PhysAddress,

docsl f CnCnt sAddr ess,
docsDevServer Ti ne,

docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mbde,
docsl f CnSt at usModul ati onType }

STATUS current
DESCRI PTI ON

"An event to report the failure of a tinme of day server.

The val ue of docsDevServerTinme indicates the server |IP
addr ess.

::= { docsDevCnilraps 13 }

docsDevCnDCCReqFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,
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docsDevEvl d,
docsDevEvText,

docsl f Docsi sCapabi lity,
docsl f Docsi sOper Mode,
i f PhysAddr ess,
docsl f CCnt sAddr ess,
docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mbde,
docsl f CnSt at usModul ati onType }

depr ecat ed
depr ecat ed

STATUS current

DESCRI PTI ON

"An event to report the failure of a dynami c channel
change request happened during the dynam c channel
change process in the CM side.

::={ docsDevCnilraps 14 }

docsDevCnDCCRspFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,
docsDevEvText,

docsl f Docsi sCapabi lity,
docsl f Docsi sOper Mode,
i f PhysAddress,

docsl f CCnt sAddr ess,
docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mode,
docsl f CnSt at usModul ati onType }

deprecat ed
depr ecat ed

STATUS current

DESCRI PTI ON

"An event to report the failure of a dynami c channel
change response happened during the dynani c channel
change process in the CM side.

::={ docsDevCnilraps 15 }

docsDevCnDCCAckFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel ,

docsDevEvl d,
docsDevEvText,

docsl f Docsi sCapabi lity,
docsl f Docsi sOper Mode,
i f PhysAddress,

docsl| f CCnt sAddr ess,
docsl f Docsi sBaseCapabi lity,
docsl f CnSt at usDocsi sOper Mode,
docsl f CnSt at usModul ati onType }

depr ecat ed
deprecat ed

STATUS current

DESCRI PTI ON

"An event to report the failure of a dynam c channel
change acknow edgenent happened during the dynanic channel
change process in the CM side.

::= { docsDevCniraps 16}

docsDevCnt sl ni t RegReqgFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvi d,

docsDevEvText,
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docsl f Cnt sCnfSt at usDocsi svbde, -- deprecat ed
docsl f Cnt sCnSt at usMacAddr ess,
docsl f Docsi sCapability, -- deprecated

i f PhysAddr ess,

docsl f Cnt sCnSt at usDocsi sReghbde,
docsl f Docsi sBaseCapabi lity,

docsl f Cnt sCnfSt at usWbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a registration

request from CM happening during the CMinitialization
process and detected on the CMIS side.

The val ues of docsDevEvLevel, docsDevld, and

docsDevEvText are fromthe entry which logs this event

in the docsDevEvent Tabl e. The docsl f Cnt sCnfSt at usDocsi sReghvbde
and docsl f Cnt sCnfSt at usMacAddr ess i ndi cate the docsis

QCS version and the MAC address of the requesting CM The
docsl f Cnt sCriVbdul at i onType i ndi cates the upstream nodul ation
net hodol ogy used by the connected CM

The docsl f Docsi sBaseCapability and ifPhysAddress

i ndi cate the docsis version of the CMIS and the MAC

address of the CMIS (if there is a cable

card/ interface in the CMIS, then it is actually the MAC address
of the cable interface which connected to the CM cable card
connected to the CM

This part of information is uniformed across all CMIS traps.

::={ docsDevCntsTraps 1 }

docsDevCnt sl ni t RegRspFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel ,

docsDevEvl d,

docsDevEvText,

docsl f Cnt sCnSt at usDocsi svbde, -- deprecated
docsl f Cnt sCnSt at usMacAddr ess,

docsl f Docsi sCapabi lity, -- deprecated

i f PhysAddress,

docsl f Cnt sCnSt at usDocsi sReg©bde,
docsl f Docsi sBaseCapabi lity,

docsl f Cnt sCnSt at usMbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a registration
response happened during the CMinitialization
process and detected in the CMIS side.

::={ docsDevCntsTraps 2 }

docsDevCnt sl ni t RegAckFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel ,

docsDevEvi d,

docsDevEvText,

docsl f Cnt sCnSt at usDocsi svbde, -- deprecated
docsl f Cnt sCnSt at usMacAddr ess,

docsl| f Docsi sCapabi lity, -- deprecated

i f PhysAddress,

docsl f Cnt sCnSt at usDocsi sReghbde,
docsl f Docsi sBaseCapabi lity,

docsl f Cnt sCnSt at usMbdul ati onType }

STATUS current
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DESCRI PTI ON

"An event to report the failure of a registration
acknow edgenent from CM happened during the CM
initialization process and detected in the CMIS side.

::={ docsDevCntsTraps 3 }

docsDevCmt sDynSer vRegFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Cnt sCnfSt at usDocsi svbde, -- deprecat ed
docsl f Cnt sCnfSt at usMacAddr ess,

docsl f Docsi sCapability, -- deprecated

i f PhysAddr ess,

docsl f Cnt sCnSt at usDocsi sReghbde,
docsl f Docsi sBaseCapabi lity,

docsl f Cnt sCnSt at usMbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a dynam c service
request happened during the dynanic services process
and detected in the CMIS side.

::={ docsDevCntsTraps 4 }

docsDevCmt sDynSer vRspFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Cnt sCnSt at usDocsi svbde, -- deprecat ed
docsl f Cnt sCnfSt at usMacAddr ess,

docsl f Docsi sCapability, -- deprecated

i f PhysAddr ess,

docsl f Cnt sCnSt at usDocsi sReghbde,
docsl f Docsi sBaseCapabi lity,

docsl f Cnt sCnSt at usMbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a dynamic service
response happened during the dynanic services process
and detected in the CMIS side.

::= { docsDevOntsTraps 5 }

docsDevCmt sDynSer vAckFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Cnt sCnSt at usDocsi svbde, -- deprecated
docsl f Cnt sCnSt at usMacAddr ess,

docsl f Docsi sCapability, -- deprecated

i f PhysAddress,

docsl f Cnt sCnSt at usDocsi sReg©bde,
docsl f Docsi sBaseCapabi lity,

docsl f Cnt sCnSt at usMbdul ati onType }

STATUS current
DESCRI PTI ON
"An event to report the failure of a dynamic service
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acknow edgenent happened during the dynam c services
process and detected in the CMIS side.

::={ docsDevCntsTraps 6 }

docsDevCnt sBpi | ni t Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvi d,

docsDevEvText,

docsl f Cnt sCnfSt at usDocsi svbde, -- deprecat ed
docsl f Cnt sCnSt at usMacAddr ess,

docsl f Docsi sCapability, -- deprecated

i f PhysAddr ess,

docsl f Cnt sCnSt at usDocsi sReghbde,
docsl f Docsi sBaseCapabi lity,

docsl f Cnt sCnfSt at usWbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a BPI initialization
attenpt happened during the CMregistration process

and detected in the CMIS side.

::= { docsDevOntsTraps 7 }

docsDevCnt sBPKMTr ap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvi d,

docsDevEvText,

docsl f Cnt sCnfSt at usDocsi svbde, -- deprecat ed
docsl f Cnt sCnSt at usMacAddr ess,

docsl f Docsi sCapability, -- deprecated

i f PhysAddr ess,

docsl f Cnt sCnSt at usDocsi sReghbde,
docsl f Docsi sBaseCapabi lity,

docsl f Cnt sCnfSt at usMbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a BPKM operation
which is detected in the CMIS side.

::={ docsDevCntsTraps 8 }

docsDevCnt sDynani cSATrap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Cnt sCnSt at usDocsi sMbde, -- deprecated
docsl f Cnt sCnfSt at usMacAddr ess,

docsl f Docsi sCapability, -- deprecated

i f PhysAddress,

docsl f Cnt sCnSt at usDocsi sReg©bde,
docsl f Docsi sBaseCapabi lity,

docsl f Cnt sCnSt at usvbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a dynamic security
associ ati on operation which is detected in the CMIS side.
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::={ docsDevCntsTraps 9 }

docsDevCnt sDCCReqFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvl d,

docsDevEvText,

docsl f Cnt sCnfSt at usDocsi svbde, -- deprecat ed
docsl f Cnt sCnfSt at usMacAddr ess,

docsl f Docsi sCapability, -- deprecated

i f PhysAddr ess,

docsl f Cnt sCnSt at usDocsi sReghbde,
docsl f Docsi sBaseCapabi lity,

docsl f Cnt sCnSt at usMbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a dynami c channel
change request happened during the dynam c channel
change process in the CMside and detected in the
CMTS si de.

::= { docsDevOntsTraps 10 }

docsDevCnt sDCCRspFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvi d,

docsDevEvText,

docsl f Cnt sCnSt at usDocsi sMbde, -- deprecated
docsl f Cnt sCnSt at usMacAddr ess,

docsl f Docsi sCapabi lity, -- deprecated

i f PhysAddr ess,

docsl f Cnt sCnSt at usDocsi sReghbde,
docsl f Docsi sBaseCapabi lity,

docsl f Cnt sCnSt at usMbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a dynam c channel
change response happened during the dynanic channel
change process in the CMIS side.

::= { docsDevOntsTraps 11 }

docsDevCnt sDCCAckFai | Trap NOTI FI CATI ON- TYPE
OBJECTS { docsDevEvLevel,

docsDevEvi d,

docsDevEvText,

docsl f Cnt sCnSt at usDocsi sMbde, -- deprecated
docsl f Cnt sCnSt at usMacAddr ess,

docsl f Docsi sCapabi lity, -- deprecated

i f PhysAddress,

docsl f Cnt sCnSt at usDocsi sReghbde,
docsl f Docsi sBaseCapabi lity,

docsl f Cnt sCnSt at usMbdul ati onType }

STATUS current

DESCRI PTI ON

"An event to report the failure of a dynam c channel
change acknow edgenent happened during the dynamnm c channel
change process in the CMIS side.

::= { docsDevOntsTraps 12}
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--Conformance definitions

docsDevTrapConf ormance OBJECT | DENTIFIER ::= { docsDevTraps 4 }
docsDevTrapG oups OBJECT | DENTI FIER ::= { docsDevTrapConformance 1 }
docsDevTrapConpl i ances OBJECT | DENTIFIER :: = {

docsDevTrapConf or mance 2 }
docsDevCmilr apConpl i ance MODULE- COVPLI ANCE

STATUS current
DESCRI PTI ON
"The conpliance statenment for Cable Mbdem Traps and Control "

MODULE - - docsDevTr ap
--mandat ory groups

GROUP docsDevCnilr apCont r ol Gr oup
DESCRI PTI ON
"Mandatory in CM"

GROUP docsDevCmNot i fi cati onGroup
DESCRI PTI ON
"Mandatory in Cable Modem"

::= { docsDevTrapConpliances 1 }

docsDevCmilr apCont r ol Group OBJECT- GROUP
OBJECTS {

docsDevCmilr apCont r ol

}

STATUS current

DESCRI PTI ON

"CM nust support docsDevCnirapControl . "
::={ docsDevTrapGoups 1 }

docsDevCmNot i fi cati onGroup NOTI FI CATI ON- GROUP

NOTI FI CATI ONS {

docsDevCm ni t TLVUnknownTr ap,
docsDevCnDynSer vReqFai | Tr ap,
docsDevCnDynSer vRspFai | Tr ap,
docsDevCnDynSer vAckFai | Tr ap,
docsDevCnBpi | ni t Tr ap,
docsDevCnBPKMIT ap,
docsDevCrDynanmni cSATr ap,
docsDevCnDHCPFai | Tr ap,
docsDevCnSwUpgr adel ni t Tr ap,
docsDevCrrBwUpgr adeFai | Tr ap,
docsDevCnSwUpgr adeSuccessTr ap,
docsDevCnSwUpgr adeCVCFai | Tr ap,
docsDevCmTrODFai | Tr ap,
docsDevCnDCCReqFai | Tr ap,
docsDevCnDCCRspFai | Tr ap,
docsDevCnDCCAckFai | Tr ap

}

STATUS current

DESCRI PTI ON

"A collection of CMnotifications providing device status and
control . "

::= { docsDevTrapG oups 2 }

docsDevCnt sTrapConpl i ance MODULE- COVPLI ANCE
STATUS current
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DESCRI PTI ON

"The conpliance statenment for MCNS Cabl e Modens and
Cabl e Modem Termi nation Systens."

MODULE - - docsDevTr ap

--mandat ory groups

GROUP docsDevCnt sTrapContr ol G oup
DESCRI PTI ON
"Mandatory in CMIS."

GROUP docsDevCnt sNoti ficati onG oup
DESCRI PTI ON
"Mandatory in Cabl e Modem Termi nati on Systens."

::= { docsDevTrapConpliances 2 }

docsDevCnt sTrapCont r ol G oup OBJECT- GROUP
OBJECTS {
docsDevCnt sTrapCont r ol

}

STATUS current

DESCRI PTI ON

"CMIS must support docsDevCntsTrapControl."

::= { docsDevTrapG oups 3 }

docsDevCnt sNoti fi cati onG oup NOTI FI CATI ON- GROUP

NOTI FI CATI ONS {

docsDevCnt sl ni t RegReqgFai | Tr ap,
docsDevCnt sl ni t RegRspFai | Tr ap,
docsDevCnt sl ni t RegAckFai | Trap
docsDevCnt sDynSer vRegFai | Tr ap,
docsDevCnt sDynSer vRspFai | Tr ap,
docsDevCnt sDynSer vAckFai | Tr ap,
docsDevCnt sBpi | ni t Tr ap,
docsDevCnt sBPKMIT ap,
docsDevCnt sDynani cSATr ap,
docsDevCnt sDCCReqFai | Tr ap,
docsDevCmt sDCCRspFai | Tr ap,
docsDevCnt sDCCAckFai | Trap

}

STATUS current

DESCRI PTI ON

"A collection of CMIS notifications providing device status and
control ."

::= { docsDevTrapG oups 4 }

END
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Annex | Requirements for DOCS-LOADBALANCING-MIB (mandatory)1

DOCS- LOADBALANCI NG-M B DEFINITIONS ::= BEG N

| MPORTS

MODULE- | DENTI TY,

OBJECT- TYPE,

Unsi gned32,

I nt eger 32,

Count er 32,

zer oDot Zero
FROM SNWPv2- SM

Tr ut hval ue,

MacAddr ess,

Rowst at us,

RowPoi nt er,

Ti meSt anp,

TEXTUAL- CONVENTI ON
FROM SNMPv2- TC

OBJECT- GROUP,

MODUL E- COVPLI ANCE
FROM SNMPv 2- CONF

I nt er facel ndex
FROM | F-M B

docsl| f Cnt sCnfSt at usEntry,

docsl| f Cnt sCnfst at usl ndex
FROM DOCS-1 F-M B

cl abProj Docsi s
FROM CLAB- DEF- M B;

docsLoadBal anceM b MODULE- | DENTI TY
LAST- UPDATED "200403101700Z" -- March 10, 2004
ORGANI ZATI ON "Cabl e Tel evision Laboratories, |nc"
CONTACT- | NFO
Postal : Cabl e Tel evision Laboratories, Inc.
400 Centenni al Par kway
Loui sville, Col orado 80027-1266
U sS A
Phone: +1 303-661-9100
Fax: +1 303-661-9199
E-mail : doci s-dcc@abl el abs. com
m bs@abl el abs. cont
DESCRI PTI ON
"This is the MB Mdule for the | oad bal anci ng.
Load bal anci ng i s manageabl e on a per-CM basi s.
Each CMis assigned:
a) to a set of channels (a Load Bal anci ng G oup) anong
which it can be noved by the CMIS
b) a policy which governs if and when the CM can be noved
c) a priority value which can be used by the CMIS in order
to select CMs to nove."
REVI SI ON "200403101700Z"
DESCRI PTI ON
“Initial version of this mb nodule.”
::= { clabProjDocsis 2 }

1 Added new Annex per ECN OSSSIv2.0-N-04.0126-6 by GO on 3/16/04.
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Channel Chgl ni t TechMap ;1=  TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"This textual convention enunerates the Initialization
techni ques for Dynani c Channel Change (DCC). The techni ques
are represented by the 5 npbst significant bits (MSB).
Bits O through 4 nap to initialization techniques O through 4.
Each bit position represents the internal associated technique
as described bel ow

reinitializeMac(0) : Reinitialize the MAC

broadcast | ni t Rangi ng(1): Perform Broadcast initial
rangi ng on new channel before
normal operation

uni cast | ni t Rangi ng(2) : Perform unicast rangi ng on new
channel before normal operation
i ni t Rangi ng(3) . Perform either broadcast or

uni cast rangi ng on new channel before
normal operation

direct (4) . Use the new channel (s) directly
wi thout re-initializing or ranging

Miltiple bits selection in 1's means the CMIS sel ects the best

sui tabl e techni que anong the selected in a propietary manner.

An enpty value or a value with all bits in '0 means no channel changes
al | oned"

SYNTAX BI TS {

reinitializeMac(0),

br oadcast | ni t Rangi ng(1),
uni cast | ni t Rangi ng(2),

i ni t Rangi ng(3),

direct(4)

}
-- Main G oups
docsLoadBal Noti fi cations OBJECT | DENTI FIER ::= { docsLoadBal anceM b 0}
docsLoadBal M bObj ect s OBJECT | DENTIFIER ::= { docsLoadBal anceM b 1}
docsLoadBal System OBJECT | DENTIFIER ::= { docsLoadBal M bObj ects 1 }
docsLoadBal ChgOver Obj ects OBJECT | DENTI FI ER ::= { docsLoadBal M bObj ects 2 }
docsLoadBal G pObj ect s OBJECT | DENTIFIER ::= { docsLoadBal M bObj ects 3 }
docsLoadBal Pol i cyObj ect's OBJECT | DENTIFIER ::= { docsLoadBal M bObj ects 4 }
docsLoadBal ChgOver G oup OBJECT | DENTI FIER ::= { docsLoadBal ChgOver Objects 1 }

docsLoadBal Enabl e OBJECT- TYPE

SYNTAX Trut hVval ue
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"Setting this object to true(l) enables internal
aut ononbus | oad bal anci ng operation on this CMIS.
Setting it to false(2) disables the autononmous
| oad bal aci ng operations.
However noving a cabl e nodem via docsLoadBal ChgOver Tabl e
is allowed even when this object is set to false(2)."
::= { docsLoadBal System 1 }

-- CMTIS Cabl e Modem channel change operation table and rel ated

-- objects.

-- This group of objects deternines the DCC APl for execution of DCC/ UCC

-- conmands The status of execution is reported in docsLoadBal ChgOver St at usTabl e
-- A CMIS operator may perform downstreanf upstream | oad bal anci ng
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-- or failure recovery using docsLoadBal ChgOver parameters and red the status .

docsLoadBal ChgOver MacAddr ess OBJECT- TYPE

SYNTAX MacAddr ess

MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON

"The mac address of the cable nodemthat the CMIS

instructs to nove to a new downstream frequency and/ or
upstream channel . "

DEFVAL { ' 000000000000’ h }

::= { docsLoadBal ChgOver G oup 1 }

docsLoadBal ChgOver DownFr equency OBJECT- TYPE

SYNTAX I nteger32 (0..1000000000)

UNI TS "hertz"

MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON

"The new downstream frequency to which the cable nodemis

instructed to nove. The value O indicates that the CMIS
does not create a TLV for the downstream frequency in the
DCC- REQ nmessage. This object has no nmeani ng when executing
UCC operations."

DEFVAL { O }

;= { docsLoadBal ChgOver G oup 2 }

docsLoadBal ChgOver UpChannel |d OBJECT- TYPE

SYNTAX I nteger32 (-1..255)

MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON

"The new upstream channel |ID to which the cable nbdemis

instructed to nove. The value -1 indicates that the CMIS
does not create a TLV for the upstream channel IDin the
channel change request."

DEFVAL { -1}

;.= { docsLoadBal ChgOver G oup 3 }

docsLoadBal ChgOver | ni t Tech OBJECT- TYPE
SYNTAX Channel Chgl ni t TechMap
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"The initialization technique that the cable nbdemis
instructed to use when perfornm ng change over operation.

By default this object is initialized with all the defined
bits having a value of "1'."
;.= { docsLoadBal ChgOver G oup 4 }

docsLoadBal ChgOver Cmd OBJECT- TYPE
SYNTAX | NTEGER {
any(1),
dcc(2),
ucc(3)
}
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"The change over command that the CMIS is instructed
use when perforni ng change over operation.

The any(1) value indicates that the CMISis to use its
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own algorithmto determ ne the appropriate conmand. "
DEFVAL { any }
;.= { docsLoadBal ChgOver G oup 5 }

docsLoadBal ChgOver Conmit  OBJECT- TYPE

SYNTAX Trut hVal ue

MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON
"The conmand to execute the DCC/ UCC operation when set to
true(l).
The following are reasons for rejecting an SNW
SET to this object:

- The MAC address in docsLoadBal ChgOver MacAddr is not an
exi sting MAC address in docslfCntsMacToCnEntry.

- docsLoadBal ChgOver Cnd is ucc(3) and
docsLoadBal ChgOver UpChannel Id is '-1",

- docsLoadBal ChgOver UpChannel Id is '-1'" and
docsLoadBal ChgOver DownFr equency is '0'.

- DCC/ UCC operation is currently being executed for the cable npdem
on which the new conmand is committed, specifically if the value of
docsLoadBal ChgOver St at usVal ue i s one of:
nessageSent (1),

modenDeparting(4),
wai t ToSendMessage( 6) .

- An UCC operation is commted for a non-existing upstream
channel | D or the corresponding ifQperStatus is down(2).

- A DCC operation is committed for an invalid or non-existing
downst ream frequency, or the corresponding ifCOperStatus is
down( 2) .

In those cases, the SET is rejected with an error code
‘commitFailed .

After processing the SNMP SET the information in
docsLoadBal ChgOver Group i s updated in a corresponding
entry in docsLoadBal ChgOver St at usentry.
Readi ng this object always returns false(2)."

REFERENCE

"Dat a- Over-Cabl e Service Interface Specifications: Radio

Frequency Interface Specification SP-RFIv2.0-104-030730,
Sections C. 4.1, 11.4.5.1."

DEFVAL {fal se}

::= { docsLoadBal ChgOver Group 6 }

docsLoadBal ChgOver Last Conmit OBJECT- TYPE

SYNTAX Ti neSt anp

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The val ue of sysUpTi me when docsLoadBal ChgOver Commit was
| ast set to true. Zero if never set."

::= { docsLoadBal ChgOver G oup 7 }

-- CMTIS Cabl e Modem channel change operation Status table and rel ated
-- objects.

-- This table is an AUGVENT of docslfCntsCrstatusTabl e

-- A CMIS operator may perform downstreanf upstream | oad bal anci ng

-- or failure recovery using docsLoadBal ChgOver Tabl e.

docsLoadBal ChgOver St at usTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsLoadBal ChgOver St at uséntry
MAX- ACCESS not - accessi bl e
STATUS current
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DESCRI PTI ON
"A table of CMIS operation entries to reports the status
of cable nodens instructed to nove to a new downstream and/ or
upstream channel . using the docsLoadBal ChgOver Group obj ects.

An entry in this table is created or updated for the entry

wi th docsl fCnt sCnf5t at usl ndex that correspond to the cable nbdem

MAC address of the Load Bal anci ng operati on.
docsLoadBal ChgOver Commit to true(1l)."
::= { docsLoadBal ChgOver Cbjects 2 }

docsLoadBal ChgOver St at usentry OBJECT- TYPE

SYNTAX DocsLoadBal ChgOver St at usEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"A CMIS operation entry to instruct a cable nbdemto nove to
a new downstream frequency and/ or upstream channel .

An operator can use this to initiate an operation
in CMIS to instruct the selected cable nodemto nove to a new
downst ream frequency and/or upstream channel . "

I NDEX { docsl f Cnt sCnfSt at usl ndex }

;.= { docsLoadBal ChgOver StatusTable 1 }

DocslLoadBal ChgOver St at usEntry ::= SEQUENCE {
docsLoadBal ChgOver St at usMacAddr MacAddr ess,
docsLoadBal ChgOver St at usDownFreq | nt eger 32,
docsLoadBal ChgOver St at usUpChnl d I nt eger 32,
docsLoadBal ChgOver St at usl ni t Tech Channel Chgl ni t TechMap,
docsLoadBal ChgOver St at usCnd I NTEGER,
docsLoadBal ChgOver St at usVal ue | NTEGER,
docsLoadBal ChgOver St at usUpdat e Ti neSt anmp
}

docsLoadBal ChgOver St at usMacAddr OBJECT- TYPE
SYNTAX MacAddr ess
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"The mac address set in docsLoadBal ChgOver MacAddress. "
::= { docsLoadBal ChgOver StatusEntry 1 }

docsLoadBal ChgOver St at usDownFreq OBJECT- TYPE
SYNTAX I nteger32 (0..1000000000)
UNI TS "hertz"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The Downstream frequency set in
docsLoadBal ChgOver DownFr equency. "
DEFVAL { O }
::= { docsLoadBal ChgOver St atusEntry 2 }

docsLoadBal ChgOver St at usUpChnld OBJECT- TYPE
SYNTAX I nteger32 (-1..255)
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The upstream channel |ID set in
docsLoadBal ChgOver UpChannel | d. "
DEFVAL { -1}
::= { docsLoadBal ChgOver StatusEntry 3 }

docsLoadBal ChgOver St at usl ni t Tech OBJECT- TYPE
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SYNTAX Channel Chgl ni t TechMap
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The initialization technique set in
docsLoadBal ChgOver I nitTech."
::= { docsLoadBal ChgOver StatusEntry 4 }

docsLoadBal ChgOver St at usCnd OBJECT- TYPE
SYNTAX | NTEGER {
any(1),
dcc(2),
ucc(3)
}
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The | oad bal anci ng command set in
docsLoadBal ChgOver Cnd. "
DEFVAL { any }
;.= { docsLoadBal ChgOver StatusEntry 5 }

-- May use a textual convention to report this value
-- since is repeated for two objects

docsLoadBal ChgOver St at usVal ue OBJECT- TYPE
SYNTAX | NTEGER {
nessageSent (1),
noOpNeeded( 2) ,
nodemDeparting(3),
wai t ToSendMessage( 4),
cnOper at i onRej ect ed(5),
cmt sOper ati onRej ect ed(6),
timeQut T13(7),
ti meQut T15(8),
rejectinit(9),
success(10)
}
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The status of the specified DCC/ UCC operati on.
The enunerations are:
nessageSent (1) :
The CMIS has sent change over request nmessage to the
cabl e nodem
noOpNeed( 2) :
A operation was requested in which neither the
DS Frequency nor the Upstream Channel |D was changed.
An active value in this entry's row status indicates
that no CMIS operation is required.
nodenDeparting(3):
The cabl e nbdem has responded with a change over response
of either a DCC-RSP with a confirmati on code of depart(180)
or a UCC- RSP.
wai t ToSendMessage(4):
The specified operation is active and CMIS is waiting
to send the channel change nessage with channel info to
the cabl e nodem
cmOper ati onRej ect ed(5):
Channel Change (such as DCC or UCC) operation was rejected
by the cabl e nbdem
cnt sOper ati onRej ect ed( 6)
Channel Change (such as DCC or UCC) operation was rejected
by the Cable nbdem Terminati on System
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ti meQut T13(7):
Failure due to no DCC-RSP with confirnation code
depart (180) received prior to expiration of the
T13 tinmer.
ti meQut T15(8):
T15 timer timed out prior to the arrival of a
bandwi dt h request, RNG REQ nessage, or DCC- RSP nessage
with confirmation code of arrive(181) fromthe
cabl e nodem
rejectlnit(9):
DCC operation rejected due to unsupported
initialization tech requested.
success(10):
CMIS received an indication that the CM successfully
conpl eted the change over operation.
E.g. If an initialization technique of re-initialize the
MAC i s used, success in indicated by the receipt
of a DCC-RSP nessage with a confirmation code of
depart(180). In all other cases, success is
i ndi cat ed by:
(1) the CMIS received a DCC- RSP nessage with
confirmation code of arrive(181)
or
(2) the CMIS internally confirns the presence
of the CMon the new channel ."
REFERENCE
"Dat a- Over-Cabl e Service Interface Specifications: Radio
Frequency I nterface Specification SP-RFIv2.0-104-030730,
Sections C. 4.1, 11.4.5.1."
DEFVAL { wait ToSendMessage }
::= { docsLoadBal ChgOver St at usEntry 6 }

docsLoadBal ChgOver St at usUpdat e OBJECT- TYPE
SYNTAX Ti meSt anp
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The val ue of sysUpTi me when docsLoadBal ChgOver St at usVal ue
was | ast updated."
::= { docsLoadBal ChgOver St at usEntry 7 }

-- Load bal ancing group is a cluster of downstream and associ ated
-- upstream channel s, anobng whi ch nbdens that are registered
-- on any of those channels, can be |oad bal anced.

-- There are two types of Load Bal anci ng Groups, General Load Bal ancing
-- Goups and Restricted Load Bal ancing G oups. A Restricted Load

-- Balancing Goup is associated with a specific, provisioned set of

-- cable nodens while General Load Bal ancing Groups are open for CMs

-- which are not provisioned into a Restricted Load Bal anci ng G oup.

docsLoadBal G- pTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsLoadBal GrpEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"This table contains the attributes of the |oad bal ancing
groups present in this CMIS. "
;.= { docsLoadBal G pObjects 1 }

docsLoadBal G- pEntry OBJECT- TYPE
SYNTAX DocsLoadBal G pEntry
MAX- ACCESS not - accessi bl e
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STATUS current
DESCRI PTI ON
"A set of attributes of |oad bal ancing group in the CMIS.
It is index by a docsLoadBal Grpld which is unique
w thin a CMIS.
Entries in this table persist after CMIS initialization."
I NDEX { docsLoadBal Grpld }
::= { docsLoadBal GrpTable 1 }

DocsLoadBal GrpEntry ::= SEQUENCE {
docsLoadBal G pl d Unsi gned32,
docsLoadBal G pl sRestricted Tr ut hVal ue,
docsLoadBal G pl ni t Tech Channel Chgl ni t TechMap,
docsLoadBal G pDef aul t Pol i cy Unsi gned32,
docsLoadBal G pEnabl e Tr ut hVal ue,
docsLoadBal G pChgOver Success Count er 32,
docsLoadBal G pChgQOver Fail s Count er 32,
docsLoadBal G pSt at us RowSt at us
}

docsLoadBal G pl d OBJECT- TYPE
SYNTAX Unsi gned32 (1..4294967295)
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A uni que index assigned to the |oad bal ancing
group by the CMrs.
::= { docsLoadBal G pEntry 1 }

docsLoadBal Grpl sRestricted OBJECT- TYPE

SYNTAX Trut hval ue
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"A value true(1)Indicates type of |oad bal anci ng group.

A Restricted Load Bal ancing Group is associated to a specific
provi sioned set of cable nodens. Restricted Load Bal anci ng
Goup is used to acconmpdate a topol ogy specific or provisioning
specific restriction. Exanple such as a group that are reserved
for business custoners).

Setting this object to true(l) neans it is a Restricted Load
Bal anci ng type and setting it to false(2) neans it is a
General Load Bal anci ng group type.

This obj ect should not be changed while its group IDis referenced
by an active entry in docsLoadBal RestrictCnEntry. "

DEFVAL { false }
::= { docsLoadBal G pEntry 2 }
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docsLoadBal G pl ni t Tech OBJECT- TYPE

SYNTAX Channel Chgl ni t TechMap
MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

"The initialization techniques that the CMIS can use when | oad

bal anci ng cable nodens in the | oad bal anci ng group.
By default this object is initialized with all the defined
bits having a value of "1'."

::= { docsLoadBal G pEntry 3 }

docsLoadBal G pDef aul t Pol i cy OBJECT- TYPE

SYNTAX Unsi gned32 (0..4294967295)
MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

"Each Load Bal ancing Group has a default Load Bal anci ng
Policy. A policy is described by a set of conditions
(rules) that govern the |oad bal anci ng process for

a cable nbdem The CMIS assigns this Policy ID value to
a cabl e nodem associated with the group | D when the cable
nodem does not signal a Policy ID during registration.

The Policy ID value is intended to be a nuneric reference to

a row entry in docsLoadBal PolicyEntry. However, It is not
required to have an existing or active entry in
docsLoadBal Pol i cyEntry when setting the val ue of
docsLoadBal GrpDefaul t Policy, in which case it indicates
no policy is associated with the | oad Bal anci ng G oup.

The Policy ID of value 0 is reserved to indicate no policy is

associated with the | oad bal anci ng group."
DEFVAL { 0 }
::= { docsLoadBal G pEntry 4 }

docsLoadBal G pEnabl e OBJECT- TYPE

SYNTAX Trut hval ue
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"Setting this object to true(l) enables internal
aut ononous | oad bal ancing on this group. Setting it to
fal se(2) disables the |oad bal ancing operation on this
group.”

DEFVAL { true }

::= { docsLoadBal G pEntry 5 }

docsLoadBal G- pChgOver Success OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunmber of successful |oad bal anci ng change over
operations initiated within this |oad bal anci ng group."
::={ docsLoadBal GpEntry 6 }

docsLoadBal G- pChgOver Fai | s OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of failed |oad bal anci ng change over operations
initiated within this |oad bal acing group."
::={ docsLoadBal GpEntry 7 }
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docsLoadBal Gr pSt at us OBJECT- TYPE

SYNTAX Rowst at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"Indicates the status of the rowin this table.
Setting this object to 'destroy’ or 'notlnService' for a group ID
entry already referenced by docsLoadBal Channel Entry,
docsLoadBal ChnPai rsEntry or docsLoadBal RestrictCnEntry returns
an error code inconsistentVal ue."
::= { docsLoadBal GrpEntry 8 }

-- It contains all the upstream and downstream channels within the
-- load bal anci ng group.

docsLoadBal Channel Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsLoadBal Channel Entry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Lists all upstream and downstream channel s associ ated with
| oad bal anci ng groups."
::= { docsLoadBal G pChjects 2 }

docsLoadBal Channel Entry OBJECT- TYPE

SYNTAX DocsLoadBal Channel Entry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Lists a specific upstream or downstream within a
| oad Bal anci ng group.
An entry in this table exists for each ifEntry with an ifType
of docsCabl eDownstream 128) and docsCabl eUpstrean(129)
associated with the Load Bal anci ng G oup.
Entries in this table persist after CMIS initialization."
I NDEX { docsLoadBal G pl d, docsLoadBal Channel | f1ndex }
::= { docsLoadBal Channel Table 1 }

DocsLoadBal Channel Entry ::= SEQUENCE {
docsLoadBal Channel | f I ndex | nterfacel ndex,
docsLoadBal Channel St at us RowSt at us

}
docsLoadBal Channel | f I ndex OBJECT- TYPE
SYNTAX I nterfacel ndex
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"The iflndex of either the downstream or upstream™
::= { docslLoadBal Channel Entry 1 }

docsLoadBal Channel St at us OBJECT- TYPE

SYNTAX RowsSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"Indicates the status of the rows in this table.
Creating entries in this table requires an existing
val ue for docsLoadBal G pld in docsLoadBal G pEntry and
an existing value of docsLoadBal Channel | flndex in
ifEntry, otherwise is rejected with error 'noCreation’.
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Setting this object to 'destroy’ or 'notlnService for a
a rowentry that is being referenced by
docsLoadBal ChnPairskEntry is rejected with error code
i nconsi st ent Val ue. "
::= { docsLoadBal Channel Entry 2 }

-- docsLoadBal ChnPairsTable is used to override the initialization
-- techniques for specific channel pairs within a Load Bal anci ng G oup.

docsLoadBal ChnPai rsTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsLoadBal ChnPairsEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"This tabl e contains pairs of upstream channels
within a Load Bal ancing G oup. Entries in this
table are used to override the initialization techniques
defined for the associ ated Load Bal anci ng G oup."
::= { docsLoadBal G pObjects 3 }

docsLoadBal ChnPai rsentry OBJECT- TYPE

SYNTAX DocsLoadBal ChnPai r sent ry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"An entry in this table describes a channel pair for which an
initialization technique override is needed.
On a CMIS whi ch supports |ogical upstream channels
(i fType is equal to docsCabl eUpstreantChannel (205)),
the entries in this table correspond to pairs of ifType 205 .
On a CTS which only supports physical upstream channels
(iftype is equal to docsCabl eUpstrean(129)), the entries in this
tabl e correspond to pairs of ifType 129.
Entries in this table persist after CMIS initialization."
I NDEX { docsLoadBal Grpld, docsLoadBal ChnPairslflndexDepart,
docsLoadBal ChnPai rsl flndexArrive }
;1= { docsLoadBal ChnPairsTable 1 }

DocslLoadBal ChnPai rsEntry ::= SEQUENCE {
docsLoadBal ChnPai r sl f | ndexDepart I nterfacel ndex,
docsLoadBal ChnPai rsl fl ndexArrive I nterfacel ndex,
docsLoadBal ChnPai r sOper St at us | NTEGER,
docsLoadBal ChnPai rslnit Tech Channel Chgl ni t TechMap,
docsLoadBal ChnPai r sRowSt at us RowsSt at us
}
docsLoadBal ChnPai rs| f | ndexDepart OBJECT- TYPE
SYNTAX I nterfacel ndex
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This index indicates the iflndex of the upstream channel from
whi ch a cabl e nodem woul d depart in a | oad bal anci ng channel
change operation."

;1= { docsLoadBal ChnPairskEntry 1 }

docsLoadBal ChnPai rsl flndexArrive OBJECT- TYPE

SYNTAX I nterfacel ndex
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

"This index indicates the iflndex of the upstream channel on
whi ch a cable modem would arrive in a | oad bal anci ng channel
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change operation."
::= { docsLoadBal ChnPairsEntry 2 }

docsLoadBal ChnPai r sOper St at us OBJECT- TYPE
SYNTAX | NTEGER {
operational (1),
not Qper ati onal (2)

}
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"Operational status of the channel pair. The value
operational (1) indicates that ifOperStatus of both channels
is up(l). The val ue notQperational (2) neans that ifOperStatus
of one or both is not up(1l)."

::= { docslLoadBal ChnPairsEntry 3 }

docsLoadBal ChnPai r sl nit Tech OBJECT- TYPE

SYNTAX Channel Chgl ni t TechMap
MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

"Specifies initialization technique for |oad bal anci ng
for the Depart/Arrive pair.
By default this object’s value is the initialization
techni que configured for the Load Bal anci ng G oup
i ndi cated by docslLoadBal G pld."

::= { docslLoadBal ChnPairsEntry 4 }

docsLoadBal ChnPai r sRowSt at us OBJECT- TYPE

SYNTAX RowsSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The object for conceptual rows creation.

An attenpt to create a row with values for

docsLoadBal ChnPai r sl f |1 ndexDepart or

docsLoadBal ChnPai rsl fl ndexArrive which are not a part

of the Load Bal ancing Group (or for a 2.0 CMIS are not

| ogi cal channels (ifType 205)) are rejected with a

"noCreation’ error status reported.

There is no restriction on settings colums in this table

when the val ue of docsLoadBal ChnPairsRowStatus is active(l)."
::= { docslLoadBal ChnPairsEntry 5 }

-- Restricted | oad bal ancing groups are defined to cater to a specific

-- group of nodens to acconpdate a topol ogy specific or provisioning

-- specific restriction.

-- Restricted | oad bal anci ng groups shall be configured with the CM MAC
-- addresses (or references to it). Such a group MJUST apply only to the
-- nodens configured in the group.

docsLoadBal Restrict CmTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsLoadBal RestrictCnEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Lists all cable npbdens in each Restricted Load Bal ancing
G oups. "

;.= { docsLoadBal G pObjects 4 }
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docsLoadBal Restrict CnEntry OBJECT- TYPE
SYNTAX DocsLoadBal RestrictCnEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"An entry of nmobdemw thin a restricted | oad bal anci ng
group type.
An entry represents a cable nodemthat is associated with the
Restricted Load Bal ancing Goup ID of a Restricted Load
Bal anci ng Group.
Entries in this table persist after CMIS initialization."
I NDEX { docsLoadBal G pld,
docsLoadBal Restrict Cm ndex }
::= { docsLoadBal RestrictCnTable 1 }

DocsLoadBal RestrictCnEntry ::= SEQUENCE {
docsLoadBal Restri ct Cml ndex Unsi gned32,
docsLoadBal Restri ct CmVACAddr MacAddr ess,
docsLoadBal Restri ct CmvacAddr Mask OCTET STRI NG,
docsLoadBal Restri ct CnfSt at us RowsSt at us

}

docsLoadBal Restrict Cm ndex OBJECT- TYPE
SYNTAX Unsi gned32 (1..4294967295)

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"The index that uniquely identifies an entry which
represents restricted cable noden(s) within each Restricted
Load Bal ancing Group."
::= { docslLoadBal RestrictCnEntry 1 }

docsLoadBal Restri ct CmiVACAddr OBJECT- TYPE

SYNTAX MacAddr ess
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"Mac Address of the cable nmbdemw thin the restricted |oad
bal anci ng group."
::= { docsLoadBal RestrictCnEntry 2 }

docsLoadBal Restri ct CmvacAddr Mask OBJECT- TYPE

SYNTAX OCTET STRING (SIZE (0 | 6))
MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

"A bit mask acting as a wildcard to associate a set
of nodem MAC addresses to the same G oup |D.
Cabl e nbdem | ookup is performed first with entries

containing this value not null, if several entries match,
the | argest consecutive bit match from MSB to LSB i s used.
Enpty value is equivalent to the bit nask all in

ones. "

DEFVAL { "' h }
::= { docsLoadBal RestrictCnEntry 3 }

docsLoadBal Restri ct Cnf5t at us OBJECT- TYPE

SYNTAX RowsSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"Indicates the status of the rows in this table.

The attenpt to create an entry associated to a group IDwith
docsLoadBal G pl sRestricted equal to false(2) returns an error
"noCreation’.
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There is no restriction on settings colums in this table any
time."
::= { docsLoadBal RestrictCnEntry 4 }

-- Load Bal ance policies allow control over the behavior of the autononous
-- load bal anci ng process on a per cable nmodem basis. A |oad bal anci ng

-- policy is described by a set of conditions/rules that govern the

-- autononous | oad bal anci ng process for the cable nbdem

docsLoadBal Pol i cyTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsLoadBal Pol i cyEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"This tabl e describes the set of Load Bal anci ng policies.
Rows in this table might be referenced by rows in
docsLoadBal G pEntry. "

::= { docsLoadBal PolicyCbjects 1}

docsLoadBal Pol i cyEntry OBJECT- TYPE

SYNTAX DocsLoadBal Pol i cyEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Entries containing rules for policies.
Wien a | oad bal ancing policy is defined by nultiple
rules, all the rules apply.

Load bal ancing rul es can be created to allow for
speci fic vendor-defined | oad bal anci ng acti ons.
However there is a basic rule that the CMIS is
required to support by configuring a pointer
i n docsLoadBal PolicyRulePtr to the table
docsLoadBal Basi cRul eTabl e. Vendor specific rules
may be added by pointing the object
docsLoadBal Pol i cyRul ePtr to propietary mb structures.
Entries in this table persist after CMIS initialization."
I NDEX { docsLoadBal Pol i cyl d, docsLoadBal PolicyRuleld }
::= { docsLoadBal PolicyTable 1 }

DocsLoadBal Pol i cyEntry ::= SEQUENCE {
docsLoadBal Pol i cyld Unsi gned32,
docsLoadBal Pol i cyRul el d Unsi gned32,
docsLoadBal Pol i cyRul ePtr RowPoi nt er,
docsLoadBal Pol i cyRowSt at us  RowSt at us
}

docsLoadBal Pol i cyl d OBJECT- TYPE
SYNTAX Unsi gned32 (1..4294967295)
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"An index identifying the Load Bal ancing Policy."
::={ docsLoadBal PolicyEntry 1 }

docsLoadBal Pol i cyRul el d OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"An index for the rules entries associated within a policy."
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::= { docsLoadBal Pol i cyEntry 2 }

docsLoadBal Pol i cyRul ePtr OBJECT- TYPE

SYNTAX RowPoi nt er
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"A pointer to an entry in arule table. e.g
docsLoadBal Basi cRul eEnabl e i n docsLoadBal Basi cRul eEntry.

A val ue pointing to zeroDot Zer o,

an inactive Row or a

non-existing entry is treated as no rule defined for this

policy entry."
DEFVAL {zeroDot Zero }
::= { docsLoadBal PolicyEntry 3}

docsLoadBal Pol i cyRowSt at us OBJECT- TYPE

SYNTAX RowsSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The status of this conceptual row

There is no restriction on setti
when the val ue of docsLoadBal Pol
Setting this object to 'destroy’
entry that

ngs colums in this table
i cyRowStatus is active(l).
or 'notlnService' for a row

is being referenced by docsLoadBal GrpDefaultPolicy in
docsLoadBal G pEntry returns an error code inconsistentVal ue."
= { docslLoadBal PolicyEntry 5 }

-- docsLoadBal Basi cRul eTabl e defines a DOCSIS required Policy
-- Ruleset for Load Balancing. A Policy I

-- rules,

each rule pointing to ruleset s

-- table or a vendor defined one.

docsLoadBal Basi cRul eTabl e OBJECT- TYPE

D nay have nultiple
tructures like this

SYNTAX SEQUENCE OF DocslLoadBal Basi cRul eEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"DOCSI S defined basic rul eset for

| oad Bal ancing Policy.

This tabl e enabl es of disable |oad balancing for the groups

pointing to this rul eset

docsLoadBal Basi cRul eEntry OBJECT- TYPE

SYNTAX DocsLoadBal Basi cRul eEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"An entry of DOCSIS defined basic

in the policy group.”
= { docsLoadBal Pol i cyQoj ects 2 }

rul eset.

The obj ect docsLoadBal Basi cRul eEnable is used for
instantiating an entry in this table via a RowPointer.

Entries in this table persist after CMIS initialization."

DocslLoadBal Basi cRul eEntry :

I NDEX { docslLoadBal Basi cRul eld }
;.= { docsLoadBal Basi cRul eTable 1 }

docsLoadBal Basi cRul el d Unsi gned32,
docsLoadBal Basi cRul eEnabl e | NTEGER,

.= SEQUENCE {

docsLoadBal Basi cRul eDi sStart Unsi gned32,
docsLoadBal Basi cRul eDi sPeri od Unsi gned32,
docsLoadBal Basi cRul eRowSt at us RowSt at us

}
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docsLoadBal Basi cRul el d OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"The unique index for this row"
::= { docslLoadBal Basi cRul eEntry 1 }

docsLoadBal Basi cRul eEnabl e OBJECT- TYPE

SYNTAX I NTEGER {
enabl ed(1),
di sabl ed(2),
di sabl edPeri od( 3)
}
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"When using this ruleset, |oad balancing is enabled or disabled
by the val ues enabl ed(1) and di sabl ed(2) respectively.
Addi tionally, a Load Bal ancing disabling period is defined in
docsLoadBal Basi cRul eDi sStart and docsLoadBal Basi cRul eDi sPeri od
if this object value is set to disabl edPeriod(3)."
::= { docslLoadBal Basi cRul eEntry 2 }

docsLoadBal Basi cRul eDi sSt art OBJECT- TYPE

SYNTAX Unsi gned32 (0..86400)
UNI TS "seconds"

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

"if object docsLoadBal Basi cRul eEnabl e i s di sabl ePeri od(3)
Load Bal ancing is disabled starting at this object value tine
(seconds from12 AM. O herw se, this object has no neaning."
DEFVAL { O }
::= { docslLoadBal Basi cRul eEntry 3 }

docsLoadBal Basi cRul eDi sPeri od OBJECT- TYPE

SYNTAX Unsi gned32 (0..86400)
UNI TS "seconds"

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

"I f object docsLoadBal Basi cRul eEnabl e i s di sabl ePeri od(3)
Load Bal ancing is disabled for the period of tine defined
bet ween docsLoadBal Basi cRul eDi sStart and
docsLoadBal Basi cRul eDi sStart plus the period of time of
docsLoadBal Basi cRul eDi sPeriod. Ctherw se, this object value
has no neaning."

DEFVAL { O }
::= { docslLoadBal Basi cRul eEntry 4 }

docsLoadBal Basi cRul eRowst at us OBJECT- TYPE

SYNTAX Rowst at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"This object is to create or delete rows in
this table. There is no restriction for changing
this row status or object’s values in this table
at any tinme."

::= { docsLoadBal Basi cRul eEntry 5 }
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-- This tabl e AUGMVENTS the docslfCntsCnfStatusTabl e to provide
-- the ability to associate the Goupld, Policyld and Priority
-- to a nodem

-- Association of these attributes can also be done via the

-- cable nodem config file.

docsLoadBal Cnt sCnSt at usTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsLoadBal Cnt sCnSt at usEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"The list contains the |oad balancing attributes
associated with the cable nodem *
::= { docsLoadBal System 4 }

docsLoadBal Cnt sCnfSt at useEnt ry OBJECT- TYPE
SYNTAX DocsLoadBal Cnt sCnfSt at usEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Addi tional objects for docslfCntsCnStatusTable entry
that relate to | oad bal ancing "
AUGMENTS { docsl f Cnt sCnSt at usEntry }
::= { docsLoadBal Cnt sCnfSt at usTable 1 }

DocslLoadBal Cnt sCnfSt at usEntry ::= SEQUENCE {
docsLoadBal Cnt sCnfSt at usGroupld Unsi gned32,
docsLoadBal Cnt sCnSt at usPol i cyl d Unsi gned32,
docsLoadBal Cnt sCnfSt at usPriority Unsi gned32

}

docsLoadBal Cnt sCnfSt at usGroupl d OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"The G oup ID associated with this cable nmodem"
::= { docslLoadBal Cnt sCnfSt at usEntry 1 }

docsLoadBal Cnt sCnSt at usPol i cyl d OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"The Policy |ID associated with this cable nodem™"
;1= { docsLoadBal Cnt sCnSt at uséntry 2 }

docsLoadBal Cnt sCnfSt at usPriority OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"The Priority associated with this cable nmodem"
::= { docsLoadBal Cnt sCnfSt at usEntry 3 }

-- Conformance definitions

docsLoadBal Conf or mance OBJECT | DENTI FI ER :: = { docsLoadBal anceMb 2 }

docsLoadBal Conpl i ances OBJECT | DENTI FI ER : :
docsLoadBal G oups OBJECT | DENTI FI ER ::

{ docsLoadBal Conf ormance 1 }
{ docsLoadBal Conf or mance 2 }
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docsLoadBal Basi cConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
"The conpliance statenment for DOCSI S | oad bal anci ng
systems. "

MODULE -- docsLoadBal anci ngM b
MANDATORY- GROUPS {
docsLoadBal Syst enr oup,
docsLoadBal Par anet er sG oup,
docsLoadBal Pol i ci esGr oup,
docsLoadBal Basi cRul eG oup,
docsLoadBal Cnt sCnft at usGr oup

}
::= { docsLoadBal Conpliances 1}

docsLoadBal Syst enGr oup OBJECT- GROUP
OBJECTS {

docsLoadBal Enabl e,
docsLoadBal ChgOver MacAddr ess,
docsLoadBal ChgOver DownFr equency,
docsLoadBal ChgOver UpChannel | d,
docsLoadBal ChgOver | nit Tech,
docsLoadBal ChgOver Cnd,
docsLoadBal ChgOver Conmi t,
docsLoadBal ChgOver Last Conmi t,
docsLoadBal ChgOver St at usMacAddr,
docsLoadBal ChgOver St at usDownFr eq,
docsLoadBal ChgOver St at usUpChnl d,
docsLoadBal ChgOver St at usl ni t Tech,
docsLoadBal ChgOver St at usCnd,
docsLoadBal ChgOver St at usVal ue,
docsLoadBal ChgOver St at usUpdat e

}
STATUS current
DESCRI PTI ON

"A collection of objects providing systemw de
paraneters for |oad bal ancing."
::= { docsLoadBal Groups 1}

docsLoadBal Par anet er sG oup OBJECT- GROUP
OBJECTS {

docsLoadBal Grpl sRestri ct ed,
docsLoadBal G pl ni t Tech,
docsLoadBal G pDef aul t Pol i cy,
docsLoadBal Gr pEnabl e,
docsLoadBal Gr pChgOver Success,
docsLoadBal G pChgQOver Fai | s,
docsLoadBal G pSt at us,
docsLoadBal Channel St at us,
docsLoadBal ChnPai r sOper St at us,
docsLoadBal ChnPai rsl nit Tech,
docsLoadBal ChnPai r sRowst at us,
docsLoadBal Restri ct CmVACAddr ,
docsLoadBal Restri ct CmivacAddr Mask,
docsLoadBal Restri ct CnfSt at us

}
STATUS current
DESCRI PTI ON

"A collection of objects containing the |oad bal anci ng
paranmeters.”
::= { docslLoadBal G oups 2}
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docsLoadBal Pol i ci esGroup OBJECT- GROUP
OBJECTS {
docsLoadBal Pol i cyRul ePtr,
docsLoadBal Pol i cyRowsSt at us

}
STATUS current
DESCRI PTI ON

"A collection of objects providing policies."
::= { docsLoadBal Groups 3}

docsLoadBal Basi cRul eGroup OBJECT- GROUP
OBJECTS {
docsLoadBal Basi cRul eEnabl e,
docsLoadBal Basi cRul eDi sStart,
docsLoadBal Basi cRul eDi sPeri od,
docsLoadBal Basi cRul eRowst at us
}
STATUS current
DESCRI PTI ON
"DOCSI S defined basic Ruleset for |oad bal anci ng
policies."
::= { docsLoadBal Groups 4}

docsLoadBal Cnt sCnSt at usG oup OBJECT- GROUP
OBJECTS {
docsLoadBal Cnt sCnfSt at usGroupl d,
docsLoadBal Cnt sCnSt at usPol i cyl d,
docsLoadBal Cnt sCnfSt at usPriority

}
STATUS current
DESCRI PTI ON

"Cabl e npde status extension objects."”
::= { docsLoadBal Groups 5}
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Annex J Requirements for DOCS-QOS-MIB (mandatory)1

DOCS- Q0S-M B DEFINITIONS ::= BEGA N
| MPORTS
MODULE- | DENTI TY,
OBJECT- TYPE,
I nt eger 32,
Count er 32,
| pAddr ess,
Unsi gned32
FROM SNWPv2- SM
TEXTUAL- CONVENTI ON,
MacAddr ess,
Rowst at us,
Tr ut hval ue,
Di spl ayString,
Ti meSt anp
FROM SNWPv2- TC
OBJECT- GROUP,
MODUL E- COVPLI ANCE
FROM SNMPv 2- CONF
i flndex,
I nt er facel ndex
FROM | F-M B
docslfMb
FROM DOCS- | F- M B;
docsQosM B MODULE- | DENTI TY
LAST- UPDATED "0010180000Z" -- Cct 18, 2000
ORGANI ZATI ON "I ETF | PCDN Wor ki ng Group"
CONTACT- | NFO
Co- Aut hor: M chael Patrick
Post al : Mot orol a | SG
20 Cabot Blvd, Ms Mi-30
Mansfiel d, MA 02048-1193

U S A
Phone: +1 508 261 5707
E-mail: m chael . patri ck@rt or ol a. cont
DESCRI PTI ON

"This is the managenent information for
Quality OF Service (QoS) for DOCSIS 1.1."
REVI SI ON "0010180000Z" -- Cctober 18, 2000
DESCRI PTI ON
"Published as draft-ietf-ipcdn-qos-mi b-04.1txt.
Changes from qos-m b-03 include:
- Moved six objects from docsQosServi ceFl owTabl e back
to docsQosPar antset Tabl e.
- Added five counters to docsQosDynani cServiceStatsTable for
DCC counts.
- Renpved not Appl i cabl e(256) from docsQosPar anfSet Schedul i ngType
- Clarified reported val ues of docsQosParantet Tabl e obj ects.
The CMIS reports any CMIS-specific default value it is
usi ng, and unknown or not applicable parans are reported as zero.
- Add docsQosPkt Cl assBi t Map
- Add docsQosPar anfset Bi t Map
- Restore docsQosParantet Servi ceCl assNanme
- Add 5 objects to docsQosServiceFl owLogTabl e
- Add docsQosServiceC assDirection

1 Added new Annex per ECN OSSSIv2.0-N-04.0126-6 by GO on 3/16/04.
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::={ docslfMb 7 } -- BPIPlus mibis docslIfMb 6
docsQosM BObj ects OBJECT IDENTIFIER ::= { docsQpsMB 1 }
-- Textual Conventions
IfDirection ::= TEXTUAL- CONVENTI ON

STATUS current

DESCRI PTI ON

" Indicates a direction on an RF MAC interface.
The val ue downstream(1l) is from Cabl e Modem
Term nation Systemto Cable Mbdem
The val ue upstrean(2) is from Cable Mbdemto
Cabl e Mbdem Terni nati on System ™
SYNTAX | NTEGER {
downstream(1),
upstreamn(2)

}
Bi t Rat e ::= TEXTUAL- CONVENTI ON
DI SPLAY- HI NT td"
STATUS current
DESCRI PTI ON

" The rate of traffic in unit of bits per second.
Used to specify traffic rate for Q0S."

SYNTAX Unsi gned32

Schedul i ngType ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON

" The schedul ing service provided by a CMIS for an
upstream service flow. I|f the paranmeter is onmtted
froman upstream QOS Paraneter Set, this object takes
the value of bestEffort (2). This paranmeter nust be
reported as undefined (1) for downstream QOS Paraneter
Sets."
SYNTAX | NTEGER {

undefined (1),

bestEffort (2),

nonReal Ti nePol I i ngServi ce(3),

real Ti nePol I i ngService(4),

unsol i ct edG ant Servi ceW t hADX 5) ,

unsol i ct edGr ant Servi ce( 6)

-- Packet Classifier Table

docsQosPkt Cl assTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsQosPkt Cl assEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" This table describes the packet classification
configured on the CM or CMIS.

The nmodel is that a packet either received

as input froman interface or transmitted

for output on an interface may be conpared
against an ordered list of rules pertaining to
the packet contents. Each rule is a row of this
table. A matching rule provides a service flow
id to to which the packet is classified.

Al rules need to match for a packet to natch

a classifier.

The objects in this row correspond to a set of
Classifier Encoding paraneters in a DOCSI S

MAC nanagenent nessage. The docsQosPkt Cl assBit Map
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i ndi cates which particular paraneters were present

in the classifier as signalled in the DOCSI S nessage.

If the referenced paranmeter was not present
in the signalled DOCSIS 1.1 Classifier, the
corresponding object in this rowreports a
value as specified in the DESCRI PTI ON secti on.

::= { docsQosM Bhj ects 1 }

docsQosPkt Cl assEntry OBJECT- TYPE

SYNTAX DocsQosPkt Gl assEntry
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

An entry in this table provides a single packet
classifier rule. The index iflndex is an ifType
of docsCabl eMacl ayer (127)."
I NDEX {
i f1ndex,
docsQosSer vi ceFl ow d,
docsQosPkt C assl d
}

::={ docsQosPktCl assTable 1 }

DocsQosPkt Cl assEntry ::= SEQUENCE {
docsQosPkt C assl d I nt eger 32,
docsQosPkt Cl assDirecti on I fDirection,
docsQosPkt Cl assPriority I nt eger 32,

docsQosPkt Cl assl| pTosLow
docsQosPkt Cl assl pTosHi gh

OCTET STRI NG
OCTET STRI NG,

docsQosPkt Cl assl pTosMask OCTET STRI NG,

docsQosPkt Cl assl pProt ocol I nt eger 32,
docsQosPkt O assl pSour ceAddr | pAddr ess,
docsQosPkt Cl assl pSour ceMask | pAddr ess,
docsQosPkt Cl assl pDest Addr | pAddr ess,
docsQosPkt Cl assl pDest Mask | pAddr ess,

docsQosPkt Cl assSourcePort Start | nteger 32,

docsQosPkt Cl assSour cePort End I nt eger 32,
docsQosPkt Cl assDest Port St art I nt eger 32,
docsQosPkt Cl assDest Port End I nt eger 32,
docsQosPkt Gl assDest MacAddr MacAddr ess,
docsQosPkt G assDest MacMask MacAddr ess,
docsQosPkt Cl assSour ceMacAddr MacAddr ess,

docsQosPkt Cl assEnet Prot ocol Type | NTEGER,

docsQosPkt Cl assEnet Pr ot ocol I nt eger 32,
docsQosPkt Cl assUser Pri Low I nt eger 32,
docsQosPkt Cl assUser Pri Hi gh I nt eger 32,
docsQosPkt O assVI anl d I nt eger 32,
docsQosPkt Cl assSt at e | NTEGER,
docsQosPkt Cl assPkt s Count er 32,
docsQosPkt Gl assBi t Map BI TS
}

docsQosPkt Cl assl d OBJECT- TYPE
SYNTAX I nteger32 (1..65535)
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

I ndex assigned to packet classifier entry by
the CMIS which is unique per service flow "
REFERENCE
::={ docsQosPktCl assEntry 1 }

"SP-RFlv1. 1-1 05- 000714, Appendix C 2.1.3.2"
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docsQosPkt Cl assDi recti on OBJECT- TYPE

SYNTAX IfDirection

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
" Indicates the direction to which the classifier
is applied."

::={ docsQosPktC assEntry 2 }

docsQosPkt Cl assPriority OBJECT- TYPE

SYNTAX I nteger32 (0..255)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

The val ue specifies the order of evaluation
of the classifiers.

The higher the value the higher the priority.
The value of 0 is used as default in

provi sioned service flows classifiers.

The default value of 64 is used for dynamc
service flow classifiers.

If the referenced paraneter is not present

in a classifier, this object reports the default val ue

as defined above."

REFERENCE "SP-RFlv1. 1-105- 000714, Appendix C 2.1.3.5"

;= { docsQosPktd assEntry 3 }

docsQosPkt Cl assl pTosLow OBJECT- TYPE

SYNTAX OCTET STRING (Sl ZE(1))
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

The | ow val ue of a range of TCS byte val ues.
If the referenced paraneter is not present

in a classifier, this object reports the value of 0."
REFERENCE "SP-RFlv1. 1-105- 000714, Appendix C 2.1.5.1"
;= { docsQosPktd assEntry 4 }

docsQosPkt Cl assl| pTosH gh OBJECT- TYPE
SYNTAX OCTET STRING (S| ZE(1))
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The 8-bit high value of a range of TGS byte

val ues.

If the referenced paraneter is not present

in aclassifier, this object reports the value of 0."
REFERENCE "SP-RFlv1. 1-105-000714, Appendix C 2.1.5.1"
;= { docsQosPktd assEntry 5 }

docsQosPkt Cl assl pTosMask OBJECT- TYPE
SYNTAX OCTET STRING (Sl ZE(1))
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The mask value is bitwise ANDed with TCS byte

in an | P packet and this value is used check

range checking of TosLow and TosHi gh.

If the referenced paraneter is not present

in a classifier, this object reports the value of 0."
REFERENCE "SP-RFlv1. 1-105- 000714, Appendix C 2.1.5.1"

;= { docsQosPktC assEntry 6 }
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docsQosPkt Cl assl pProt ocol OBJECT- TYPE

SYNTAX I nteger32 (0..258)
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

" This object indicates the value of the IP

Protocol field required for |IP packets to match

this rule.

The val ue 256 matches traffic with any | P Protoco

val ue. The val ue 257 by convention nmatches both TCP

and UDP

If the referenced paraneter is not present

in aclassifier, this object reports the value of 258."
REFERENCE "SP-RFIv1. 1-1 05- 000714, Appendix C 2.1.5.2"
::= { docsQosPktCl asskEntry 7 }

docsQosPkt Cl ass| pSour ceAddr OBJECT- TYPE

SYNTAX | pAddr ess
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" This object specifies the value of the IP
Source Address required for packets to match
this rule. An I P packet matches the rul e when
the packet ip source address bitw se ANDed
with the docsQosPkt C assl pSour ceMask val ue
equal s the docsQosPkt C assl pSour ceAddr val ue
If the referenced paraneter is not present
in a classifier, this object reports the val ue of
0.0.0.0."
REFERENCE "SP-RFlv1. 1-105- 000714, Appendix C 2.1.5.3"
;= { docsQosPktd assEntry 8 }

docsQosPkt O assl pSour ceMask OBJECT- TYPE

SYNTAX | pAddr ess
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

Thi s obj ect specifies which bits of a packet’s
| P Source Address that are conpared to natch
this rule.

An | P packet matches the rule when the packet
source address bitwi se ANDed with the
docsQosPkt O assl pSour ceMask val ue equal s the
docsQos| pPkt Cl assSour ceAddr val ue

If the referenced paraneter is not present

in aclassifier, this object reports the val ue of
0.0.0.0."

REFERENCE "SP-RFlv1. 1-1 05- 000714, Appendix C 2.1.5.4"

::={ docsQosPktC assEntry 9 }

docsQosPkt Cl assl pDest Addr OBJECT- TYPE

SYNTAX | pAddr ess
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

Thi s obj ect specifies the value of the IP
Destinati on Address required for packets to
match this rule. An | P packet natches the rule
when the packet |P destination address

bitwi se ANDed with the

docsQosPkt C assl pDest Mask val ue equal s the
docsQosPkt Cl assl pDest Addr val ue

If the referenced paraneter is not present

in aclassifier, this object reports the val ue of
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0.0.0.0."
REFERENCE "SP-RFIv1. 1-1 05- 000714, Appendix C 2.1.5.5"
::= { docsQosPktCd assEntry 10 }

docsQosPkt Cl assl pDest Mask OBJECT- TYPE

SYNTAX | pAddr ess
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" This object specifies which bits of a packet’'s
| P Destination Address that are conpared to
match this rule.
An | P packet matches the rule when the packet
destination address bitwi se ANDed with the
docsQosPkt Cl assl pDest Mask val ue equal s the
docsQosPkt Cl assl pDest Addr val ue.
If the referenced paraneter is not present
in a classifier, this object reports the val ue of
0.0.0.0."
REFERENCE " SP-RFIv1. 1-1 05- 000714, Appendix C 2.1.5.6"
::= { docsQosPktC assEntry 11}

docsQosPkt Cl assSour cePort Start OBJECT- TYPE

SYNTAX I nteger32 (0..65535)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

" This object specifies the |ow end inclusive

range of TCP/UDP source port nunbers to which

a packet is conpared. This object is irrelevant

for non-TCP/ UDP | P packets.

If the referenced paraneter is not present

in a classifier, this object reports the value of 0."
REFERENCE "SP-RFlv1. 1-105- 000714, Appendix C. 2.1.5.7"
;= { docsQosPktd assEntry 12 }

docsQosPkt Cl assSour cePort End OBJECT- TYPE

SYNTAX I nteger32 (0..65535)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

Thi s obj ect specifies the high end inclusive

range of TCP/UDP source port nunbers to which

a packet is conpared. This object is irrelevant

for non-TCP/ UDP | P packets.

If the referenced paraneter is not present

in aclassifier, this object reports the val ue of

65535. "
REFERENCE "SP-RFlv1. 1-1 05- 000714, Appendix C 2.1.5.9"
::= { docsQosPktd assEntry 13 }

docsQosPkt Cl assDest Port Start OBJECT- TYPE

SYNTAX I nteger32 (0..65535)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

Thi s object specifies the | ow end inclusive

range of TCP/UDP destination port numbers to

whi ch a packet is conpared.

If the referenced paraneter is not present

in a classifier, this object reports the value of 0."
REFERENCE "SP-RFlv1. 1-105- 000714, Appendix C 2.1.5.9"
::= { docsQosPktC assEntry 14 }
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docsQosPkt Cl assDest Port End OBJECT- TYPE

SYNTAX I nteger32 (0..65535)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

Thi s obj ect specifies the high end inclusive
range of TCP/UDP destination port nunbers to which
a packet is conpared.
If the referenced paraneter is not present
in a classifier, this object reports the val ue of
65535. "
REFERENCE "SP-RFIv1. 1-105- 000714, Appendix C. 2.1.5.10"
;= { docsQosPktd assEntry 15 }

docsQosPkt G assDest MacAddr OBJECT- TYPE

SYNTAX MacAddr ess
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" An Ethernet packet matches an entry when its
destinati on MAC address bitw se ANDed with
docsQosPkt Cl assDest MacMask equal s the val ue of
docsQosPkt Cl assDest MacAddr .
If the referenced paraneter is not present
in aclassifier, this object reports the val ue of
’ 000000000000’ H.
REFERENCE "SP-RFlv1. 1-1 05- 000714, Appendix C 2.1.6.1"
;= { docsQosPktC assEntry 16 }

docsQosPkt Cl assDest MacMask OBJECT- TYPE

SYNTAX MacAddr ess
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

An Et hernet packet matches an entry when its
destinati on MAC address bitwi se ANDed with
docsQosPkt Cl assDest MacMask equal s the val ue of
docsQosPkt Cl assDest MacAddr .
If the referenced paraneter is not present
in aclassifier, this object reports the val ue of
’’ 000000000000’ H.
REFERENCE "SP-RFlv1. 1-1 05- 000714, Appendix C 2.1.6.1"
::= { docsQosPktC assEntry 17 }

docsQosPkt Cl assSour ceMacAddr OBJECT- TYPE

SYNTAX MacAddr ess
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" An Ethernet packet matches this entry when its

source MAC address equal s the val ue of

this object.

If the referenced paraneter is not present

in aclassifier, this object reports the val ue of

" FFFFFFFFFFFF H.
REFERENCE "SP-RFIv1. 1-1 05- 000714, Appendix C. 2.1.6.2"
::= { docsQosPktC assEntry 18 }
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docsQosPkt Cl assEnet Prot ocol Type OBJECT- TYPE
SYNTAX I NTEGER {
none(0),
et hertype(1),
dsap(2),
mac(3),
all (4)
}

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
" This object indicates the format of the layer 3
protocol id in the Ethernet packet. A value of
none(0) neans that the rule does not use the
| ayer 3 protocol type as a matching criteria.
A val ue of ethertype(l) nmeans that the rule
applies only to franmes which contains an
Et her Type val ue. Ethertype val ues are contai ned
in packets using the Dec-Intel-Xerox (Dl X)
encapsul ati on or the RFCL042 Sub- Network Access
Prot ocol (SNAP) encapsul ation fornats.
A val ue of dsap(2) nmeans that the rule applies
only to franes using the | EEE802. 3
encapsul ation format with a Destination Service
Access Point (DSAP) ot her
than OxAA (which is reserved for SNAP).
A val ue of mac(3) neans that the rule applies
only to MAC managenent nessages for MAC managenent
nessages.
A value of all(4) nmeans that the rule matches
al | Ethernet packets.
If the Ethernet frane contains an 802. 1P/ Q Tag
header (i.e. EtherType 0x8100), this object
applies to the enbedded EtherType field within
the 802. 1P/ Q header.
If the referenced paraneter is not present
in a classifier, this object reports the value of 0.
REFERENCE "SP-RFlv1. 1-1 05- 000714, Appendix C 2.1.6.3"
;= { docsQosPktd assEntry 19 }

docsQosPkt Cl assEnet Prot ocol OBJECT- TYPE

SYNTAX I nteger32 (0..65535)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

" I'f docsQosEt hPkt C assProtocol Type is none(0),
this object is ignored when considering whether

a packet matches the current rule.

I f dosQosPkt Cl assEnet Prot ocol Type is ethertype(1l),
this object gives the 16-bit value of the

Et her Type that the packet nust natch in order to
match the rule.

I f docsQosPkt Cl assEnet Prot ocol Type is dsap(2), the
lower 8 bits of this object’s value nust natch the
DSAP byte of the packet in order to match the
rule.

I f docsQosPkt Cl assEnet Prot ocol Type is nac(3), the
lower 8 bits of this object value represent a

| ower bound (inclusive) of MAC managenent message
type codes matched, and the upper 8 bits of this
obj ect val ue represent the upper bound (inclusive)
of matched MAC nessage type codes. Certain
nessage type codes are excluded from matchi ng, as
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specified in the reference.

If the Ethernet frane contains an 802. 1P/ Q Tag header

(i.e. EtherType 0x8100), this object applies to the

enbedded EtherType field within the 802. 1P/ Q header.

If the referenced parameter is not present in the

classifier, the value of this object is reported as 0.
REFERENCE "SP-RFIv1. 1-1 05- 000714, Appendix C. 2.1.6.3"
::= { docsQosPktC assEntry 20 }

-- docsQosPkt O assUser Pri Applies { docsQosPktCl assEntry 21 }

-- was renoved in revision -03.
docsQosPkt Cl assUser Pri Low OBJECT- TYPE

SYNTAX Integer32 (0..7)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

" This object applies only to Ethernet franes

using the 802. 1P/ Q tag header (indicated with

Et her Type 0x8100). Such franes include a 16-bit

Tag that contains a 3 bit Priority field and

a 12 bit VLAN nunber.

Tagged Et hernet packets must have a 3-bit

Priority field within the range of

docsQosPkt Ol assPri Low and docsQosPkt Cl assPri High in

order to match this rule.

If the referenced paraneter is not present in the

classifier, the value of this object is reported as 0.
REFERENCE "SP-RFlv1. 1-105-000714, Appendix C. 2.1.7.1"
;= { docsQosPktd assEntry 22 }

docsQosPkt Cl assUser Pri H gh OBJECT- TYPE

SYNTAX Integer32 (0..7)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

This object applies only to Ethernet franes
using the 802. 1P/ @ ag header (indicated with
Et her Type 0x8100). Such franes include a 16-bit
Tag that contains a 3 bit Priority field and
a 12 bit VLAN nunber.
Tagged Ethernet packets nust have a 3-bit
Priority field within the range of
docsQosPkt Ol assPri Low and
docsQosPkt Cl assPriHigh in order to match this
rule.
If the referenced paraneter is not present in the
classifier, the value of this object is reported
as 7.
REFERENCE "SP-RFlv1. 1-105-000714, Appendix C. 2.1.7.1"
::= { docsQosPktCd assEntry 23 }

docsQosPkt Cl assVI anl d OBJECT- TYPE

SYNTAX I nteger32 (0..4095)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

This object applies only to Ethernet franes
using the 802. 1P/ Q tag header.

If this object’s value is nonzero, tagged
packets nmust have a VLAN Identifier that matches
the value in order to match the rule.
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Only the least significant 12 bits of this object’s
val ue are valid.
If the referenced parameter is not present in the
classifier, the value of this object is reported
as 0.
REFERENCE "SP-RFlv1. 1-105-000714, Appendix C 2.1.7.2"
::= { docsQosPktd assEntry 24 }

docsQosPkt Cl assSt at e OBJECT- TYPE

SYNTAX I NTEGER {
active(l),
i nactive(2)
}
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" This object indicates whether or not the classifier
is enabled to classify packets to a Service Fl ow
If the referenced parameter is not present in the
classifier, the value of this object is reported
as active(l).
REFERENCE "SP-RFIv1. 1-1 05- 000714, Appendix C. 2.1.3.6"
;= { docsQosPktC assEntry 25 }

docsQosPkt Cl assPkt s OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

Thi s object counts the nunber of packets that have
been classified using this entry."
::= { docsQosPktd assEntry 26 }

docsQosPkt Cl assBi t Map OBJECT- TYPE

SYNTAX BI TS { -- Reference SP-RFlvl.1-105-000714
rulePriority(0), -- Appendix C. 2.1.3.4
activationState(1l), -- Appendix C 2.1.3.6
i pTos(2), -- Appendix C 2.1.5.1
i pProtocol (3), -- Appendix C. 2.1.5.2
i pSour ceAddr (4), -- Appendix C 2.1.5.3
i pSour ceMask(5), -- Appendix C. 2.1.5.4
i pDest Addr (6), -- Appendix C. 2.1.5.5
i pDest Mask(7), -- Appendix C.2.1.5.6
sourcePortStart(8), -- Appendix C.2.1.5.7
sour cePort End(9), -- Appendix C. 2.1.5.8
dest Port Start (10), -- Appendix C 2.1.5.9
dest Port End( 11), -- Appendix C.2.1.5.10
dest Mac(12), -- Appendix C 2.1.6.1
sour ceMac(13), -- Appendix C. 2.1.6.2
et hertype(14), -- Appendix C 2.1.6.3
user Pri (15), -- Appendix C.2.1.7.1
vl anl d( 16) -- Appendix C 2.1.7.2

}

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

" This object indicates which paranmeter encodi ngs
were actually present in the DOCSI S packet classifier
encoding signalled in the DOCSI S message t hat

created the classifier.

A bit of of this object is set to 1 if the paraneter
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indi cated by the comment was present in the classifier
encodi ng, and 0 ot herw se.

Note that BITS are encoded nost significant bit

first, sothat if e.g. bits 6 and 7 are set, this object
is encoded as the octet string '030000' H.

::= { docsQosPktd assEntry 27 }

-- QOS Paraneter Set Table

docsQosPar anSet Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsQosPar anftSet Entry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" This table describes the set of DOCSIS 1.1 QOS
paranmeters defined in a managed devi ce.

The iflndex index specifies a DOCSIS MAC Domai n.

The docsQosServi ceFl ow d i ndex specifies a particul ar
Servi ce Flow

The docsQosPar anSet Type i ndex indi cates whet her

the active, admtted, or provisioned QOS Paraneter
Set is being described by the row

Only the QOS Paraneter Sets of Docsis 1.1 service
flows are represented in this table. Docsis 1.0
QCS service profiles are not represented in this
tabl e.

Each row corresponds to a DOCSI S QOS Paraneter Set
as signaled via DOCSI S MAC management nessages.

Each object in the row corresponds to one or

part of one DOCSIS 1.1 Service Flow Encoding.

The docsQosPar anfSet Bi t Map obj ect in the row indicates
whi ch particular parameters were signalled in

the original registration or dynam c service

reguest nmessage that created the QOS Paraneter Set.
In many cases, even if a QOS Paraneter Set paraneter
was not signalled, the DOCSIS specification calls
for a default value to be used. That default val ue
is reported as the value of the correspondi ng object
inthis row

Many objects are not applicable depending on

the service flow direction or upstream schedul i ng
type. The object value reported in this case

is specified in the DESCRI PTI ON cl ause.

::= { docsQosM Bhj ects 2 }

docsQosPar anfSet Ent ry OBJECT- TYPE

SYNTAX DocsQosPar anfSet Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"A uni que set of QOS parameters."
I NDEX {
i fl ndex, docsQosServiceFl ow d, docsQosPar anSet Type
}

;1= { docsQosParantet Table 2 }

-- Type of docsQosParantSet Entry { docsQosParanSetTable 1 } was
-- changed with revision -03

DocsQosPar anfSet Entry ::= SEQUENCE {
docsQosPar anfSet Ser vi ceCl assNane Di spl ayString,
docsQosParantet Priority I nt eger 32,
docsQosPar anSet MaxTr af fi cRat e Bi t Rat e,
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docsQosPar anfSet MaxTr af fi cBur st Unsi gned32,
docsQosPar anset M nReser vedRat e Bi t Rat e,
docsQosPar anfSet M nReser vedPkt I nt eger 32,
docsQosPar anfSet Act i veTi meout I nt eger 32,
docsQosPar anfSet Admi tt edTi neout I nt eger 32,
docsQosPar anfSet MaxConcat Bur st I nt eger 32,
docsQosPar anfSet Schedul i ngType Schedul i ngType,
docsQosPar anfset NonPol | | nt er val Unsi gned32,
docsQosPar anfset Tol Pol | Jitter Unsi gned32,

docsQosPar anfSet Unsol i ci t Grant Si ze | nt eger 32,
docsQosPar anfSet NonGr ant | nt er val Unsi gned32,

docsQosPar anfSet Tol Grant Jitter Unsi gned32,
docsQosPar anfSet Grant sPer I nterval | nteger 32,
docsQosPar anfset TosAndMask OCTET STRI NG,
docsQosPar anfSet TosOr Mask OCTET STRI NG,
docsQosPar anfSet MaxLat ency Unsi gned32,
docsQosPar anfSet Type | NTEGER,
docsQosPar anfSet Request Pol i cyCct OCTET STRI NG,
docsQosPar anfSet Bi t Map BI TS

}

-- Renpved docsQosPar anfSet RowType { docsQosParanfSetEntry 1 }

-- wi th revision -03
-- Renpved docsQosParanfet | ndex { docsQosParanfSet Entry 2 }

-- wi th revision -03
-- Renpved docsQosPar anfSet RowSt at us { docsQosPar anfSet Entry 3}

-- with revision -03
docsQosPar anfSet Ser vi ceCl assNane OBJECT- TYPE

SYNTAX Di spl ayString
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

" Refers to the Service Class Nanme that the

paraneter set values were derived.

If the referenced paraneter is not present in the

correspondi ng DOCSI S QOS Paraneter Set, the default

value of this object is a zero length string.
REFERENCE "SP-RFIv1. 1-105- 000714, Appendix C. 2.2.3.4"
;= { docsQosParantet Entry 4 }

docsQosPar antSet Priority OBJECT- TYPE

SYNTAX I nteger32 (0..7)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

" The relative priority of a service flow
Hi gher nunbers indicate higher priority.
This priority should only be used to differentiate
service flow with identical parameter sets.
If the referenced parameter is not present in the
correspondi ng DOCSI S QOS Paraneter Set, the default
value of this object is 0. |If the parameter is
not applicable, the reported value is O.
REFERENCE "SP-RFlv1. 1-1 05- 000714, Appendix C 2.2.5.2"
::= { docsQosParantet Entry 5 }

docsQosPar anSet MaxTr af fi cRat e OBJECT- TYPE

SYNTAX Bi t Rate
MAX- ACCESS read-only
STATUS current
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DESCRI PTI ON
" Maxi mum sustained traffic rate allowed for this
service flow in bits/sec. Mist count all MAC frame
data PDU fromthe bytes followi ng the MAC header HCS to
the end of the CRC. The number of bytes
forwarded is linmted during any tine interval.
The value 0 nmeans no maximumtraffic rate is
enforced. This object applies to both upstream and
downst ream servi ce flows.
If the referenced parameter is not present in the
correspondi ng DOCSI S QOS Paraneter Set, the default
value of this object is 0. If the paraneter is
not applicable, it is reported as O.

REFERENCE "SP-RFIv1. 1-105- 000714, Appendix C 2.2.5.3"
;= { docsQosParantet Entry 6 }

docsQosPar anSet MaxTr af fi cBur st OBJECT- TYPE

SYNTAX Unsi gned32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" Specifies the token bucket size in bytes
for this paranmeter set. The value is cal cul ated
fromthe byte follow ng the MAC header HCS to
the end of the CRC. This object is applied in
conjunction with docsQosParantSet MaxTrafficRate to
cal cul ate maxi mum sustained traffic rate.
If the referenced paraneter is not present in the
correspondi ng DOCSI S QOS Paraneter Set, the default
val ue of this object for scheduling types
bestEffort (2), nonReal Ti nePol Ii ngService(3),
and real Ti mePol | i ngServi ce(4) is 3044.
If this paraneter is not applicable, it is reported
as 0."
REFERENCE "SP-RFIv1. 1-105- 000714, Appendix C. 2.2.5.4"
;= { docsQosParanfet Entry 7 }

docsQosPar anSet M nReser vedRat e OBJECT- TYPE

SYNTAX Bi t Rate
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" Specifies the guaranteed mninumrate in

bits/sec for this paranmeter set. The value is
calculated fromthe byte follow ng the MAC

header HCS to the end of the CRC. The default
value of 0 has the nmeaning that no bandw dth

is reserved.

If the referenced paraneter is not present in the
correspondi ng DOCSI S QOS Paraneter Set, the default
value of this object is 0. |f the paraneter

is not applicable, it is reported as O.

REFERENCE " SP-RFIv1. 1-1 05- 000714, Appendix C. 2.2.5.5"
;= { docsQosParantet Entry 8 }

docsQosPar anSet M nReser vedPkt OBJECT- TYPE

SYNTAX I nteger32 (0..65535)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

Speci fi es an assuned ni ni num packet size in
bytes for which the docsQosParantSet M nReser vedRat e
wi || be provided. The value is calculated from
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the byte followi ng the MAC header HCS to the
end of the CRC
If the referenced paraneter is onmtted froma
DOCSI S QCS paraneter set, the default value is
CMIS i npl enentati on dependent. In this case, the
CMIS reports the default value it is using and the
CMreports a value of 0. If the referenced
paranmeter is not applicable to the direction or
schedul ing type of the service flow, both CMIS and
CMreport this object’s value as 0.
REFERENCE "SP-RFIv1. 1-105- 000714, Appendix C. 2.2.5.6"
;= { docsQosParantet Entry 9 }

docsQosPar anSet Acti veTi meout OBJECT- TYPE

SYNTAX I nteger32 (0..65535)
UNI TS "seconds"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

Speci fies the maxi mum duration in seconds that
resources renmin unused on an active service
flow before CMIS signals that both active and
admitted paranmeters set are null.
The default value of 0 signifies an
infinite anount of tine.
If the referenced parameter is not present in the
correspondi ng DOCSI S QOS Paraneter Set, the default
val ue of this object is O.
REFERENCE "SP-RFlv1. 1-105-000714, Appendix C 2.2.5.7"
;= { docsQosParantet Entry 10 }

docsQosPar anfSet Admi t t edTi neout OBJECT- TYPE

SYNTAX I nteger32 (0..65535)
UNI TS "seconds"

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

" Specifies the maxi mum duration in seconds that
resources renmain in adnmtted state before
resources mnust be rel eased.
The value of 0 signifies an infinite amunt
of tine.
If the referenced parameter is not present in the
correspondi ng DOCSI S QOS Paraneter Set, the
default value of this object is 200.
REFERENCE "SP-RFIv1. 1-1 05- 000714, Appendix C.2.2.5.8"
DEFVAL { 200 }

;= { docsQosParantetEntry 11 }

docsQosPar anSet MaxConcat Bur st OBJECT- TYPE

SYNTAX I nteger32 (0..65535)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

" Specifies the maxi mum concatenated burst in
bytes which an upstream service flow is allowed.
The value is calculated fromthe FC byte of the
Concat enati on MAC Header to the |last CRC byte in
of the | ast concatenated MAC frane, inclusive.
The val ue of 0 specifies no naxi mum burst.

If the referenced paraneter is not present in the
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correspondi ng DOCSI S QOS Paraneter Set, the default
value of this object is 1522. If the paraneter is
not applicable, this object’s value is reported
as 0."
REFERENCE "SP-RFlv1. 1-1 05- 000714, Appendix C 2.2.6.1"
;1= { docsQosParantSet Entry 12 }

docsQosPar anSet Schedul i ngType OBJECT- TYPE

SYNTAX Schedul i ngType
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

" Specifies the upstream scheduling service used for
upstream service flow.
If the referenced parameter is not present in the
correspondi ng DOCSI S QOS Paraneter Set of an
upstream service flow, the default value of this
object is bestEffort(2). For QOS paraneter sets of
downstream service flows, this object’s value is
reported as undefined(1).
REFERENCE "SP-RFI v1. 1-1 05- 000714, Appendix C. 2.2.6.2"
;= { docsQosParantet Entry 13 }

-- Changed type of docsQosParanSet RequestPolicy { docsQosParantSet Entry 14 }
-- to docsQosPar antSet Request Pol i cyCct { docsQosPar anfSet Entry 25 }

docsQosPar anSet NonPol | | nt erval OBJECT- TYPE

SYNTAX Unsi gned32

UNI TS "m croseconds"
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

" Specifies the nomnal interval in mcroseconds

bet ween successive uni cast request

opportunities on an upstream service flow

This object applies only to upstream service flows

with schedul i ngType of val ue

nonReal Ti nePol I i ngServi ce(3),

real Ti nePol I'i ngService(4), and

unsol i ctedG ant Servi ceWthAD(5). The paraneter is

mandatory for real Ti nePol l'ingService(4). |If the

paraneter is omtted with

nonReal Ti mePol I i ngService(3), the CMIS uses an

i npl enent ati on dependent value. |f the paraneter

is omtted with unsolictedG ant Servi ceW t hAD(5) ,

the CMIS uses as a default value the value of the

Nomi nal Grant Interval paraneter. In all cases,

the CMIS reports the value it is using when the

parameter is applicable. The CMreports the

signal ed paranmeter value if it was signal ed,

and 0 otherw se.

If the referenced paraneter is not applicable to

the direction or scheduling type of the

correspondi ng DOCSI S QOS Paraneter Set, both

CMIS and CMreport this object’s value as O.
REFERENCE "SP-RFlv1. 1-1 05- 000714, Appendix C. 2.2.6.4"
;1= { docsQosParantet Entry 15 }

docsQosPar anSet Tol Pol | Ji tter OBJECT- TYPE

SYNTAX Unsi gned32
UNI TS "m croseconds”
MAX- ACCESS read-only
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STATUS current
DESCRI PTI ON
" Specifies the maxi mum anount of tine in
m croseconds that the unicast request interval
may be del ayed from the nominal periodic
schedul e on an upstream service flow.
This paraneter is applicable only to upstream
service flows with a Schedul i ngtype of
real Ti nePol | i ngServi ce(4) or
unsol i ct edGr ant Servi ceW t hAD( 5) .
If the referenced paranmeter is applicable but not
present in the corresponding DOCSI S QOS Par anet er
Set, the CMIS uses an inplenentati on dependent
value and reports the value it is using.
The CMreports a value of 0 in this case.
If the paraneter is not applicable to the
direction or upstream scheduling type of the
service flow, both CMIS and CMreport this
obj ect’s value as 0.
REFERENCE " SP-RFlv1. 1-105- 000714, Appendix C 2.2.6.5"
;= { docsQosParantet Entry 16 }

docsQosPar anfSet Unsol i ci t G ant Si ze OBJECT- TYPE

SYNTAX I nteger32 (0..65535)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

" Specifies the unsolicited grant size in bytes.

The grant size includes the entired MAC frane

data PDU fromthe Frame Control byte to end of

the MAC frane.

The referenced paraneter is applicable only

for upstreamflows with a SchedulingType of

of unsolicitedG ant Servi cew thAD(5) or

unsol icitedG ant Service(6), and is mandatory

when applicable. Both CMIS and CM report

the signal ed value of the parameter in this

case.

If the referenced parameter is not applicable to

the direction or scheduling type of the

correspondi ng DOCSI S QOS Paraneter Set, both

CMIS and CM report this object’s value as 0.
REFERENCE "SP-RFIv1. 1-105- 000714, Appendix C. 2.2.6.6"
;= { docsQosParantet Entry 17 }

docsQosPar anSet NomGr ant | nt erval OBJECT- TYPE

SYNTAX Unsi gned32

UNI TS "m croseconds”
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

Speci fies the nominal interval in mcroseconds
bet ween successive data grant opportunities

on an upstream service flow.

The referenced paraneter is applicable only

for upstreamflows with a SchedulingType of

of unsolicitedG ant Servi cew thAD(5) or

unsol icitedG ant Service(6), and is mandatory
when applicable. Both CMIS and CM report the
signal ed value of the parameter in this case.

If the referenced paraneter is not applicable to
the direction or scheduling type of the
correspondi ng DOCSI S QOS Paraneter Set, both
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CMIS and CMreport this object’s value as O.

REFERENCE "SP-RFIv1. 1-105- 000714, Appendix C 2.2.6.7"
::= { docsQosParantSetEntry 18 }

docsQosPar anSet Tol Grant Jitter OBJECT- TYPE

SYNTAX Unsi gned32

UNI TS "m croseconds"
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

" Specifies the maxi mum anount of tine in

m croseconds that the transnission opportunities

may be del ayed fromthe nominal periodic schedule.

The referenced paraneter is applicable only

for upstreamflows with a SchedulingType of

of unsolicitedG ant Servi cew thAD(5) or

unsol icitedG ant Service(6), and is mandatory

when applicable. Both CMIS and CM report the

signal ed value of the paranmeter in this case.

If the referenced paranmeter is not applicable to

the direction or scheduling type of the

correspondi ng DOCSI S QOS Paraneter Set, both

CMIS and CMreport this object’s value as O.
REFERENCE "SP-RFI v1. 1-1 05- 000714, Appendix C. 2.2.6.8"
;1= { docsQosParantet Entry 19 }

docsQosPar anSet Gr ant sPer I nt erval OBJECT- TYPE

SYNTAX Integer32 (0..127)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

" Specifies the nunber of data grants per Nonmi nal

Grant Interval

(docsQosPar anfSet Nonr ant | nt erval ).

The referenced paranmeter is applicable only

for upstreamflows with a SchedulingType of

of unsolicitedG ant Servi cewi thAD(5) or

unsol i ci tedG ant Service(6), and is mandatory

when applicable. Both CMIS and CM report the

si gnal ed value of the parameter in this case.

If the referenced paranmeter is not applicable to

the direction or scheduling type of the

correspondi ng DOCSI' S QOS Paraneter Set, both

CMIS and CM report this object’s value as 0.
REFERENCE "SP-RFIv1. 1-105- 000714, Appendix C. 2.2.6.9"
;= { docsQosParantet Entry 20 }

docsQosPar anSet TosAndMVask OBJECT- TYPE

SYNTAX OCTET STRING (Sl ZE(1))
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

" Specifies the AND mask for I P TCS byte for overwiting
| P packets TOS value. The |P packets TCS byte is

bitwi se ANDed with docsQosPar anSet TosAndMask and

result is bitwise ORed with docsQosPar anSet TosORMVask

and result is witten to | P packet TOS byte.

A value of 'FF' H for docsQosPar antSet TosAndMask and

a value of '00'H for docsQosParanBSet TosOr Mask neans

that | P Packet TOS byte is not overwitten.

This combination is reported if the referenced

paraneter is not present in a QOS Paraneter Set."
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REFERENCE "SP-RFIv1. 1-105-000714, Appendix C. 2.2.6.10"
::= { docsQosParanSet Entry 21 }

docsQosPar anSet TosOr Mask OBJECT- TYPE

SYNTAX OCTET STRING (Sl ZE(1))
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

" Specifies the OR mask for | P TGS byte.

See the description of docsQosParanSet TosAndMask

for further details."
REFERENCE "SP-RFIv1. 1-105- 000714, Appendix C. 2.2.6.10"
::= { docsQosParanSet Entry 22 }

docsQosPar anSet MaxLat ency OBJECT- TYPE

SYNTAX Unsi gned32

UNI TS "m croseconds"
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

Speci fies the maxi num | atency between the
reception of a packet by the CMIS on its NSI
and the forwarding of the packet to the RF
interface. A value of 0 signifies no maxi mum
| atency enforced. This object only applies to
downst ream servi ce flows.
If the referenced parameter is not present in the
correspondi ng downstream DOCSI S QOS Par aneter Set,
the default value is 0. This paraneter is
not applicable to upstream DOCSI S QOS Paraneter Sets,
and its value is reported as 0 in this case.
REFERENCE "SP-RFIv1. 1-105- 000714, Appendix C 2.2.7.1"
;= { docsQosParanfet Entry 23 }

docsQosPar anSet Type OBJECT- TYPE
SYNTAX | NTEGER {
active (1),
admitted (2),
provi si oned (3)

}
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

" Defines the type of the QOS paraneter set defined
by this row. active(l) indicates the Active QOS
paranmeter set, describing the service currently
bei ng provided by the Docsis MAC donein to the
service flow. admtted(2) indicates the Admtted
QCS Paraneter Set, describing services reserved by
by the Docsis MAC donmin for use by the service flow
provi sioned (3) describes the QOS Paraneter Set
defined in the DOCSIS CM Configuration file for
the service flow "

REFERENCE " SP-RFIv1. 1-105-000714, 8.1.5"

::= { docsQosParantSet Entry 24 }

docsQosPar anfSet Request Pol i cyCct OBJECT- TYPE
SYNTAX OCTET STRING (S| ZE(4))
-- A 32-bit mask represented nost significant byte
-- first. The 32 bit integer represented in this nmanner
-- equal s the binary value of the referenced integer
-- parameter of the DOCSIS RFl specification.
-- The BITS syntax is not used in order to avoid
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-- the confusion caused by different bit nunbering
-- conventions.

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

Speci fies which transnit interval opportunities
the CMomits for upstreamtransm ssion requests and
packet transm ssions. This object takes its
default value for downstream service flows.

Unl ess ot herwi se indicated, a bit value of 1 neans
that a CM nust *not* use that opportunity for
upstream transm ssi on.
Calling bit 0 the least significant bit of the
| east significant (4th) octet, and increasing
bit nunber with significance, the bit definitions
are as defined bel ow
br oadcast ReqOpp(0) :
all CMvs broadcast request opportunities
priorityRegMul ticastReq(1):
priority request mnulticast request opportunities
r egbat aFor Req( 3) :
request/data opportunities for requests
r eqDat aFor Dat a( 4) :
request/data opportunities for data
concat enat eDat a(5) :
concatenate data
fragment Dat a( 6) :
fragment data
suppr esspayl oadheaders(7):
suppress payl oad headers
dr opPkt sExceedUGSi ze( 8) :
A value of 1 nmean that service flow nust drop
packet that do not fit in the Unsolicited
Grant size
If the referenced paraneter is not present in
a QOS Paraneter Set, the value of this object is
reported as ' 00000000’ H.
REFERENCE "SP-RFIv1. 1-105- 000714, Appendix C. 2.2.6.3"
;= { docsQosParantet Entry 25 }

docsQosPar anfSet Bi t Map OBJECT- TYPE
-- Each bit corresponds to a paraneter
-- from SP-RFl -v1. 1-105-000714, Appendix C
SYNTAX BI TS { -- in the indicated section nunber.
trafficPriority(0), -- 5.2
maxTraf fi cRate(1), --
maxTraf fi cBurst(2), --
m nReser vedRat e( 3), --
m nReser vedPkt (4), --
activeTi meout (5), --
adm ttedTi meout (6), --
maxConcat Bur st (7), --
schedul i ngType(8), --
request Policy(9), --
nonPol I I nt erval (10), --
tol PollJitter(11), --
unsolicitGantSize(12), --
nonGr ant I nterval (13), --
tol GantJitter(14), --
grantsPerlnterval (15), --
tosOverwite(16), --
maxLat ency(17) --

N

D00000000000000000
NRNDNNNNNDNNNNDDNDNNDD
NRNDNDNNNNDNNNNDNDDNNDNDD

N0 0000 0aao oo
PP OONOUAWNR®OND U AW
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docs

docs

Docs

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
" This object indicates the set of QOS Paraneter
Set paraneters actually signaled in the

DOCSI S regi stration or dynami c service request
nessage that created the QOS Paraneter Set.

A bit is set to 1 when the paraneter described
by the indicated reference section is present

in the original request.

Not e that when Service C ass nanes are expanded,
the registration or dynam c response message may
contain paraneters as expanded by the CMIS based
on a stored service class. These expanded

parameters are *not* indicated by a 1 bit in this
obj ect .
Note that even though sone QOS Paraneter Set

paranmeters may not be signalled in a message
(so that the paramater’s bit in this object
the DOCSIS specification calls for default
val ues to be used. These default values are
reported as the corresponding object’s value in
the row.

Note that BITS objects are encoded nost
significant bit first. For exanple, if bits

1 and 16 are set, the value of this object

is the octet string ’'400080" H.

is 0)

{ docsQosParantSet Entry 26 }

Service Flow Table

QosSer vi ceFl owTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsQosServi ceFl owEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" This table describes the set of Docsis-Q0S
Service Flows in a nanaged device. "
::= { docsQosM BCbj ects 3}

QosServi ceFl owEntry OBJECT- TYPE

SYNTAX DocsQosSer vi ceFl owEnt ry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

Descri bes a service flow.
An entry in the table exists for each
Service Flow ID. The iflndex is an
i f Type of docsCabl eMacl ayer (127)."
I NDEX {
i flndex,
docsQosServi ceFl ow d
}

;1= { docsQosServiceFl owTable 1 }

QosServi ceFl oweEntry ::= SEQUENCE {

docsQosServi ceFl owl d Unsi gned32,
docsQosServi ceFl owSl D Unsi gned32,
docsQosServi ceFl owDi recti on I fDirection,
docsQosServi ceFl owPri mary Trut hVal ue

}
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docsQosServi ceFl owl d OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
" An index assigned to a service flow by CMIS. "
REFERENCE "SP-RFlv1. 1-105- 000714, Appendix C 2.2.3.2"

::= { docsQosServiceFlowentry 1 }

-- Renpbve docsQosServi ceFl owProvi si onedPar anfSet | ndex
-- {docsQosServi ceFl owEntry 2} with revision -03
-- Renpbve docsQosServi ceFl owAdmi tt edPar anfSet | ndex

-- {docsQosServi ceFl owEntry 3} with revision -03
-- Renpbve docsQosServi ceFl owAct i vePar anSet | ndex

-- {docsQosServi ceFl owEntry 4} with revision -03
docsQosServi ceFl owSI D OBJECT- TYPE

SYNTAX Unsi gned32 (0..16383)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

" Service ldentifier (SID) assigned to an
admitted or active service flow This object
reports a value of O if a Service Id is not
associated with the service flow Only active

or admtted upstreamservice flows will have a
Service |d (SID)."
REFERENCE "SP-RFIv1. 1-105- 000714, Appendix C. 2.2.3.3"

;= { docsQosServiceFl owEntry 6 }

docsQosServi ceFl owDi recti on OBJECT- TYPE

SYNTAX IfDirection
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
" The direction of the service flow "
REFERENCE "SP-RFIv1. 1-1 05- 000714, Appendix C. 2.1.1/2"

;= { docsQosServiceFloweEntry 7 }

docsQosServi ceFl owPri mary OBJECT- TYPE

SYNTAX Trut hval ue
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" Object reflects whether service flowis the primary
or a secondary service flow.
A primary service flowis the default service flow
for otherwi se unclassified traffic and all MAC
messages. "

REFERENCE "SP-RFlv1. 1-105-000714, Section 8.1 "

;= { docsQosServiceFlowEntry 8 }

-- Moved docsQosServi ceFl ow ActiveTi meout, 'Adm ttedTi meout,
-- ' Schedul i ngType, ' RequestPolicy, 'TosAndMask, and ' TosOr Mask
-- back to docsQosParantet Tabl e with QOS-M B- 04.

-- Service Flow Stats Table

docsQosSer vi ceFl owst at sTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsQosServi ceFl owSt at sEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" This tabl e describes statistics associated with the
Service Flows in a managed device. "
;1= { docsQosM BObj ects 4 }
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docsQosServi ceFl owsSt at sentry OBJECT- TYPE

SYNTAX DocsQosSer vi ceFl owSt at sEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" Describes a set of service flow statistics.
An entry in the table exists for each
Service Flow ID. The iflndex is an
i f Type of docsCabl eMacl ayer (127)."
I NDEX {
i flndex,
docsQosServi ceFl owl d

}

;1= { docsQosServiceFlowStatsTable 1 }

DocsQosSer vi ceFl owSt at sEntry :: = SEQUENCE {
docsQosServi ceFl owPkt s Count er 32,
docsQosServi ceFl owCct et s Count er 32,
docsQosServi ceFl owTi meCr eat ed Ti neSt anp,
docsQosServi ceFl owTi neActi ve Count er 32,
docsQosSer vi ceFl owPHSUnknowns Count er 32,
docsQosServi ceFl owPol i cedDr opPkt s Count er 32,
docsQosServi ceFl owPol i cedDel ayPkt s Count er 32
}

docsQosSer vi ceFl owPkt s OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

The nunber of packet counted on this service flow
;= { docsQosServiceFlowStatsEntry 1 }

docsQosServi ceFl owCct et s OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The nunber of octets counted on this service flow
after payl oad header suppression.”
;= { docsQosServiceFl owStatsEntry 2 }

docsQosSer vi ceFl owTi meCr eat ed OBJECT- TYPE

SYNTAX Ti neSt anmp
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The val ue of sysUpTime when the service flow
was created."
;= { docsQosServiceFl owStatsEntry 3 }

docsQosSer vi ceFl owTi meActi ve OBJECT- TYPE

SYNTAX Count er 32
UNI TS "seconds"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The total time that service flow has been active."
::= { docsQosServiceFl owSt at sentry 4 }

docsQosSer vi ceFl owPHSUnknowns OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS read-only
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STATUS current

DESCRI PTI ON
" The nunber of packet with unknown payl oad header
suppr essi on index."

;1= { docsQosServiceFl owStatsEntry 5 }

docsQosSer vi ceFl owPol i cedDr opPkt s OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

The nunber of packets dropped due to policing of
the service flow, especially to linmt the nmaxi mum
rate of the flow "

1= { docsQosServiceFl owSt at sentry 6 }

docsQosSer vi ceFl owPol i cedDel ayPkt s OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The nunber of packet del ayed due to policing of
the service flow, especially to linmt the naxi mum
rate of the flow "

;= { docsQosServiceFl owStatsEntry 7 }

-- Upstream Service Flow Stats Table (CMIS O\NLY)

docsQosUpst reantt at sTabl e OBJECT- TYPE

SYNTAX SEQUENCE COF DocsQosUpstreanttat sentry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" This table describes statistics associated with
upstream service flows. Al counted frames nust
be received without an FCS error."

;= { docsQosM BObj ects 5 }

docsQosUpst reanfst at sEntry OBJECT- TYPE

SYNTAX DocsQosUpst reantt at sEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

Descri bes a set of upstream service flow statistics.
An entry in the table exists for each
upstream Service Flow in a managed devi ce.
The iflndex is an ifType of docsCabl eMacl ayer (127)."
I NDEX {
i f1ndex,
docsQosSI D
}

::= { docsQosUpstreanttatsTable 1 }

DocsQosUpstreanfttat sEntry ::= SEQUENCE {
docsQosSI D I nt eger 32,
docsQosUpst r eanfFr agnent s Count er 32,
docsQosUpst r eanfr agDi scards Count er 32,
docsQosUpst r eanConcat Bur st s Count er 32

}

docsQosSI D OBJECT- TYPE
SYNTAX I nteger32 (1..16383)
MAX- ACCESS not - accessi bl e
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STATUS current

DESCRI PTI ON
" ldentifies a service id for an adnmitted or active
upstream service flow "

::= { docsQosUpstreantStatsEntry 1 }

-- Renaned in revision -03 from docsQosUpstreanfragPkt s
docsQosUpst reanfragnent s OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The nunber of fragnmentation headers received on an
upstream service flow, regardl ess of whether
the fragnment was correctly reassenbled into a
valid packet. "
;1= { docsQosUpstreantStatsEntry 2 }

docsQosUpst reanfragDi scards OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The nunber of upstream fragments di scarded and not
assenbl ed into a valid upstream packet."
;= { docsQosUpstreanttatsEntry 3 }

docsQosUpst r eanConcat Bur st s OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The nunber of concatenation headers received on an
upstream service flow "
;1= { docsQosUpstreanttatsEntry 4 }

-- Dynamic Service Stats Table

docsQosDynam cServi ceSt at sTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsQosDynami cServiceStatsEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" This tabl e describes statistics associated with the
Dynamic Service Flows in a managed device. "
::= { docsQosM Bhj ects 6 }

docsQosDynami cServi ceSt at sEntry OBJECT- TYPE

SYNTAX DocsQosDynami cServi ceStat sentry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" Describes a set of dynamic service flow statistics.
Two entries exist for each Docsis mac |ayer
interface for the upstream and downstream direction.
On the CMIS, the downstreamdirection row indicates
nessages transnitted or transactions originated

by the CMIS. The upstreamdirection row indicates
nmessages received or transaction originated by the
CM On the CM the downstreamdirection row

i ndi cat es nmessages received or transactions
originated by the CMIS. The upstream direction

row i ndi cates nessages transnmitted by the CM or
transactions originated by the CM
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The iflndex is an ifType of docsCabl eMacl ayer (127)."

I NDEX {
i flndex,

docsQosl fDirection

}

::= { docsQosDynami cServiceStatsTable 1 }

DocsQosDynani cServi ceStatsEntry ::= SEQUENCE {

docsQosl fDirection
docsQosDSAReqs
docsQosDSARsps
docsQosDSAAcks
docsQosDSCReqs
docsQosDSCRsps
docsQosDSCAcks
docsQosDSDReqs
docsQosDSDRsps
docsQosDynani cAdds
docsQosDynani cAddFai | s
docsQosDynami cChanges

docsQosDynani cChangeFai | s

docsQosDynami cDel et es

docsQosDynani cDel et eFai | s

docsQosDCCReqs
docsQusDCCRsps
docsQosDCCAcks
docsQosDCCs
docsQosDCCFai | s
docsQosDCCRspDepart s

docsQosDCCRspArri ves
}
docsQosl fDirecti on OBJECT- TYPE
SYNTAX IfDirection
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

" The direction of

interface."

::= { docsQosDynami cServiceStatsEntry 1 }

docsQosDSAReqs OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

::= { docsQosDynani cServiceStatsEntry 2 }

docsQosDSARsps OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The nunber of Dynamic Service Addition Responses"

;1= { docsQosDynani cServiceStatsEntry 3 }

docsQosDSAAcks OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

::= { docsQosDynani cServiceStatsEntry 4 }

I fDirection,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32

The nunber of Dynamic Service Addition Requests”

The nunber of Dynamic Service Addition Acknow edgenents."
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docsQosDSCReqs OBJECT- TYPE

SYNTAX

MAX- ACCESS
STATUS
DESCRI PTI ON

Count er 32
read-only
current

" The nunber of Dynamic Service Change Requests"
::= { docsQosDynani cServiceStatsEntry 5 }

docsQosDSCRsps OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

The nunber of Dynami c Servi ce Change Responses”
::= { docsQosDynani cServiceStatsEntry 6 }

docsQosDSCAcks OBJECT- TYPE

SYNTAX

MAX- ACCESS
STATUS
DESCRI PTI ON

Count er 32
read-only
current

" The nunber of Dynami c Service Change Acknow egenents."

;1= { docsQosDynani cServi ceStatsEntry 7 }

docsQosDSDReqs OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The nunber of Dynamic Service Del ete Requests"
::= { docsQosDynani cServiceStatsEntry 8 }

docsQosDSDRsps OBJECT- TYPE

SYNTAX

MAX- ACCESS
STATUS
DESCRI PTI ON

Count er 32
read-only
current

The nunber of Dynamic Service Del ete Responses”
::= { docsQosDynami cServiceStatsEntry 9 }

docsQosDynam cAdds OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
" The nunber of successful

Dynami c Service Addition

docs

transactions."
;= { docsQosDynani cServiceStatsEntry 10 }

QosDynani cAddFai | s OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

" The nunber of failed Dynamic Service Addition
transactions."
1= { docsQosDynani cServiceStatsEntry 11 }
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docsQosDynam cChanges OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The nunber of successful Dynamic Service Change
transactions."
::= { docsQosDynami cServiceStatsEntry 12 }

docsQosDynam cChangeFai | s OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

The nunber of failed Dynanmic Service Change
transactions."
::= { docsQosDynami cServiceStatsEntry 13 }

docsQosDynam cDel et es OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The nunber of successful Dynamic Service Delete
transactions."
;= { docsQosDynani cServiceStatsEntry 14 }

docsQosDynami cDel et eFai | s OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

The nunber of failed Dynanic Service Delete
transactions."
::= { docsQosDynami cServiceStatsEntry 15 }

docsQosDCCReqs OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

The nunber of Dynami ¢ Channel Change Request messages
traversing an interface. This count is nonzero only on
downstream direction rows."

1= { docsQosDynani cServiceStatsEntry 16 }

docsQosDCCRsps OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The nunber of Dynam ¢ Channel Change Response nessages
traversing an interface. This count is only counted on upstream
direction rows. This count should include nunber of retries. This
includes all types of Dynamic Channel Change Response messages.”
::= { docsQosDynani cServiceStatsEntry 17 }
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docsQosDCCAcks OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

The nunber of Dynami ¢ Channel Change Acknow edgenent
nessages traversing an interface. This count is nonzero only
on downstreamdirection rows."

1= { docsQosDynani cServiceStatsEntry 18 }

docsQosDCCs OBJECT- TYPE

docs

docs

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The nunber of successful Dynanmic Channel Change
transactions. This count is only counted on downstream direction
rows.
For CMIS the followi ng rules apply:
- If either the initialization technique O is utilized or a
CMis noved to a different CMIS chassis, the DCCtransaction
i s successful when the DCC-RSP (depart) nessage is received
fromthe CM
- In all the other cases, the DCC transaction is successfulif
either the DCC-RSP (arrive) nmessage fromthe CMis received
on the new channel or the presence of the CMon the new channel
is internally confirned.
- The docsQosDCCs is only increnented on the DOCSIS MAC | ayer
interface where the DCC was originated. "
REFERENCE " SP- RFI v2. 0- | 04- 037030, Figures 11-59, 11-60, 11-61, 11-62"
;= { docsQosDynani cServiceStatsEntry 19 }

QosDCCFai | s OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of failed Dynanmic Channel Change
transactions. This count is only counted on downstream direction
rows.
For CMIS, if the result of the Dynamic Channel Change is different
fromwhat is described in docsQsDCCs, the DCC transaction is a
failure. The docsQosDCCFails is only increnmented on theDOCSI S
mac | ayer interface where the DCC was originated."
REFERENCE " SP- RFI v2. 0- | 04- 037030, Figures 11-59, 11-60, 11-61, 11-62"
;= { docsQosDynani cServiceStatsEntry 20 }

QosDCCRspDeparts OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of Dynami ¢ Channel Change Response (depart)
nessages traversing an interface. This count is only counted on
upstream direction rows."
REFERENCE " SP- RFI v2. 0- | 04- 037030, Figures 11-59, 11-60, 11-61, 11-62"
1= { docsQosDynani cServiceStatsEntry 21 }
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docsQosDCCRspArri ves OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of Dynami c Channel Change Response (arrive)
nessages traversing an interface. This count

;= { docsQosDynani cServiceStatsEntry 22 }

-- Service Flow Log Table (CMIS ONLY)

docsQosSer vi ceFl owLogTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsQosServi ceFl owLogEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" This table contains a log of the disconnected
Service Flows in a nanaged device."
;= { docsQosM BCbjects 7 }

docsQosSer vi ceFl owLogEnt ry OBJECT- TYPE

is only counted on
upstream direction rows. This count should include nunber of
REFERENCE " SP- RFI v2. 0- | 04- 037030, Figures 11-59, 11-60, 11-61,

retries.”
11-62"

SYNTAX DocsQosSer vi ceFl owLogEnt ry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" The information regarding a single disconnected

service flow "
I NDEX {

docsQosSer vi ceFl owLogl ndex

}

;= { docsQosServiceFl owLogTable 1 }

DocsQosSer vi ceFl owLogEntry :: =
docsQosServi ceFl owlLogl ndex
docsQosServi ceFl owLogl f | ndex
docsQosServi ceFl owLogSFI D
docsQosServi ceFl owLogCmivac
docsQosServi ceFl owLogPkt s
docsQosServi ceFl owLogCctets
docsQosServi ceFl owlLogTi neDel et ed
docsQosServi ceFl owLogTi neCr eat ed
docsQosServi ceFl owLogTi neActi ve
docsQosServi ceFl owLogDirecti on
docsQosServi ceFl owLogPri mary

docsQosServi ceFl owLogSer vi ceC assNane
docsQosServi ceFl owLogPol i cedDr opPkt s
docsQosServi ceFl owLogPol i cedDel ayPkt s

docsQosServi ceFl owLogCont r ol

SEQUENCE {

Unsi gned32,

I nterfacel ndex,
Unsi gned32,
MacAddr ess,
Count er 32,
Count er 32,

Ti meSt anp,

Ti neSt anp,
Count er 32,

I fDirection,
Trut hval ue,

Di spl ayString,
Count er 32,
Count er 32,

| NTEGER

}

docsQosSer vi ceFl owLogl ndex OBJECT- TYPE

SYNTAX Unsi gned32
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

Uni que index for a |ogged service flow "
;1= { docsQosServiceFl owLogEntry 1 }
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docsQosSer vi ceFl owlLogl f I ndex OBJECT- TYPE

SYNTAX I nterfacel ndex
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

" The iflndex of ifType docsCabl eMacLayter(127)
on the CMIS where the service flow was present."
::={ docsQosServiceFl owmogEntry 2 }

docsQosSer vi ceFl owLogSFI D OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

The index assigned to the service flow by the CMIS. "
:= { docsQosServiceFl owLogEntry 3 }

docsQosSer vi ceFl owLogCmvac OBJECT- TYPE

SYNTAX MacAddr ess
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

The MAC address for the cable nbdem associated with
the service flow "
;= { docsQosServiceFl owLogEntry 4 }

docsQosSer vi ceFl owLogPkt s OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The nunber of packets counted on this service flow
after payl oad header suppression.”
;1= { docsQosServiceFl owLogEntry 5 }

docsQosSer vi ceFl owLogCct et s OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The nunber of octets counted on this service flow
after payl oad header suppression."”
;= { docsQosServiceFl owLogEntry 6 }

docsQosSer vi ceFl owLogTi neDel et ed OBJECT- TYPE

SYNTAX Ti meSt anp
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The val ue of sysUpTine when the service flow
was del eted. "
;= { docsQosServiceFl owLogEntry 7 }

docsQosSer vi ceFl owLogTi neCreat ed OBJECT- TYPE

SYNTAX Ti neSt anmp
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The val ue of sysUpTime when the service flow
was created."
;1= { docsQosServiceFl owLogEntry 8 }
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docsQosSer vi ceFl owlLogTi meActi ve OBJECT- TYPE

SYNTAX Count er 32
UNI TS "seconds"
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The total tine that service flow was active."
::= { docsQosServiceFl owLogEntry 9 }

-- docsQosServi ceFl omLogControl was formerly { docsQosServi ceFl owLogEntry 10}

-- and was renunbered in version -04.
docsQosServi ceFl owLogDi recti on OBJECT- TYPE

SYNTAX IfDirection
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

The val ue of docsQosServi ceFl owDirection
for the service flow"
::= { docsQosServiceFl owLogEntry 11}

docsQosSer vi ceFl owLogPri mary OBJECT- TYPE

SYNTAX Trut hval ue
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

The val ue of docsQosServiceFl owPrinary for the
service flow "
;= { docsQosServiceFl owLogEntry 12}

docsQosSer vi ceFl owLogSer vi ceC assNane OBJECT- TYPE

SYNTAX Di spl ayString
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

The val ue of docsQosParantSet Servi ceC assNane for
the provisioned QOS Paraneter Set of the
service flow"

;1= { docsQosServi ceFl omLogEntry 13}

docsQosSer vi ceFl owLogPol i cedDr opPkt s OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The final value of docsQosServiceFl owPol i cedDr opPkts
for the service flow "
::= { docsQosServiceFl omLogEntry 14}

docsQosSer vi ceFl owLogPol i cedDel ayPkt s OBJECT- TYPE

SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" The final value of docsQosServiceFl owPol i cedDel ayPkt s
for the service flow "
::= { docsQosServi ceFl omLogEntry 15}
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docsQosSer vi ceFl owLogControl OBJECT- TYPE

SYNTAX I NTEGER {
active(l),
destroy(6)
}
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

" Setting this object to the value destroy(6) renpves
this entry fromthe table.
Readi ng this object return the value active(l)."

::= { docsQosServiceFl owLogEntry 16}

-- Service Class Table (CMIS ONLY)

docsQosServi ced assTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsQosServiceC assEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" This table describes the set of Docsis-Q0S
Service Classes in a CMIS, "
;= { docsQosM BCbj ects 8 }

docsQosServi ceCl assEntry OBJECT- TYPE

SYNTAX DocsQosServi ceC assEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" A provisioned service class on a CMIS.
Each entry defines a tenplate for certain
DOCSI S QCS Par aneter Set val ues. Wien a CM
creates or nodifies an Admitted QOS Paraneter Set for a
Service Flow, it nay reference a Service C ass
Nane instead of providing explicit QOS Paraneter
Set values. In this case, the CMIS popul at es
the QOS Paraneter Set with the applicable
correspondi ng val ues fromthe named Service C ass.
Subsequent changes to a Service Cass row do *not*
af fect the QOS Paraneter Set values of any service flows
al ready admitted.
A service class tenplate applies to only
a single direction, as indicated in the
docsQosServi ceC assDirecti on object.
I NDEX {
docsQosServi ceCl assNane

}

;1= { docsQosServiceC assTable 1 }

DocsQosServi ceC assEntry ::= SEQUENCE {
docsQosServi ceCl assNane Di spl ayString,
docsQosServi ced assSt at us RowsSt at us,
docsQosServiceC assPriority I nt eger 32,
docsQosServi ced assMaxTraffi cRat e Bi t Rat e,
docsQosServi ceCl assMaxTr af fi cBur st Unsi gned32,
docsQosServi ced assM nReser vedRat e Bi t Rat e,
docsQosServi ceC assM nReser vedPkt I nt eger 32,
docsQosServi ced assMaxConcat Bur st I nt eger 32,
docsQosServi ceC assNonPol | | nt erval Unsi gned32,
docsQosServi ceCl assTol Pol I Jitter Unsi gned32,

docsQosServi ceC assUnsolicitGantSize |nteger32,
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docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi

}

docsQosServi ced
SYNTAX
MAX- ACCESS
STATUS
DESCRI PTI ON

ceCl assNonGr ant | nt er val
ceCl assTol GantJitter
ceCl assG ant sPer | nterval
ceCd assMaxLat ency

ceCl assActi veTi neout
ceCl assAdnmi tt edTi neout
ceCd assSchedul i ngType
ced assRequest Pol i cy
ceCl assTosAndMask

ceC assTosOr Mask

ceCl assDirection

assName OBJECT- TYPE

Unsi gned32,
Unsi gned32,

I nt eger 32,
Unsi gned32,

I nt eger 32,

I nt eger 32,
Schedul i ngType,
OCTET STRI NG,
OCTET STRI NG,
OCTET STRI NG,
I fDirection

Di splayString (Sl ZE(1..15))

not - accessi bl e
current

" Service Class Nanme. DOCSIS specifies that the

maxi mum si ze is 15 printable ASClI
a termnating zero.

characters with

The terminating zero is not

represented in this DisplayString syntax object.

REFERENCE

"SP-RFlv1. 1-1 05- 000714, Appendix C. 2.2.3.4"

;= { docsQosServiced assEntry 1}

-- docsQosServi ced assPar anSet | ndex { docsQosServiceC asseEntry 2 }

- - was renmoved in revision -03

docsQosServi ced
SYNTAX
MAX- ACCESS
STATUS
DESCRI PTI ON

" Used to create or

assSt atus OBJECT- TYPE
Rowst at us
read-create
current

::= { docsQosServiceC assEntry 3 }

docsQosServi ced
SYNTAX
MAX- ACCESS
STATUS
DESCRI PTI ON

assPriority OBJECT- TYPE
Integer32 (0..7)
read-create
current

delete rows in this table."

" Tenpl ate for docsQosParanSetPriority."

DEFVAL

{0}

;= { docsQosServiced assEntry 4 }

docsQosServi ceC assMaxTraf fi cRat e OBJECT- TYPE

SYNTAX

MAX- ACCESS
STATUS
DESCRI PTI ON

Bi t Rat e
read-create
current

" Tenpl ate for docsQosParanSet MaxTrafficRate."

DEFVAL

{0}

;= { docsQosServiced assEntry 5 }

docsQosServi ceCd assMaxTraf fi cBurst OBJECT- TYPE

SYNTAX

MAX- ACCESS
STATUS
DESCRI PTI ON

Unsi gned32
read-create
current

" Tenpl ate for docsQosParanSet MaxTraf fi cBurst."

DEFVAL

{ 3044 }
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;1= { docsQosServiceC assEntry 6 }

docsQosServi ceC assM nReservedRat e OBJECT- TYPE

docs

docs

docs

docs

docs

SYNTAX Bi t Rat e
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

" Tenpl ate for docsQosParanSEt M nReservedRate. "
DEFVAL { 0}

;1= { docsQosServiced assEntry 7 }

QosServi ceC assM nReservedPkt OBJECT- TYPE
SYNTAX I nteger32 (0..65535)

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

" Tenpl ate for docsQosParanSet M nReser vedPkt . "
;= { docsQosServiced assEntry 8 }

QosServi ceC assMaxConcat Bur st OBJECT- TYPE
SYNTAX I nteger32 (0..65535)
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Tenpl ate for docsQosParanfSet MaxConcat Bur st . "
DEFVAL { 1522}

;= { docsQosServiced assEntry 9 }

QosServi ceC assNonmPol | | nt erval OBJECT- TYPE
SYNTAX Unsi gned32

UNI TS "m croseconds”

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

" Tenpl ate for docsQosParanSet NonPol | I nterval .’
DEFVAL {0}

;= { docsQosServiced assEntry 10 }

QosServi ced assTol Pol | Jitter OBJECT- TYPE
SYNTAX Unsi gned32
UNI TS "m croseconds”
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Tenpl ate for docsQosParanSet Tol Pol | Jitter."
DEFVAL { 0}

;1= { docsQosServiceC assEntry 11 }

QosServi ced assUnsolicitG antSize OBJECT- TYPE
SYNTAX I nteger32 (0..65535)

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

DEFVAL {0}

;1= { docsQosServiceC assEntry 12 }

Tenpl ate for docsQosParanBet UnsolicitG antSize."
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docsQosServi ceC assNonGrant I nt erval OBJECT- TYPE

SYNTAX Unsi gned32
UNI'TS "m croseconds”
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Tenpl ate for docsQosParanSet NonGGrant I nterval ."
DEFVAL {0}

::= { docsQosServiceC assEntry 13 }

docsQosServiced assTol Grant Ji tter OBJECT- TYPE

SYNTAX Unsi gned32
UNI TS "m croseconds”
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Tenpl ate for docsQosParanSet Tol GantJitter."
DEFVAL {0}

::= { docsQosServiceC assEntry 14 }

docsQosServi ceC assG ant sPer | nt erval OBJECT- TYPE

SYNTAX Integer32 (0..127)
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Tenpl ate for docsQosParanfet GrantsPerlnterval ."
DEFVAL {0}

;= { docsQosServiced assEntry 15 }

docsQosServi ceCl assMaxLat ency OBJECT- TYPE

SYNTAX Unsi gned32
UNI TS "m croseconds”
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Tenpl ate for docsQosParanSet Cl assMaxLat ency. "
REFERENCE "SP-RFlv1. 1-105- 000714, Appendix C 2.2.7.1"
DEFVAL {0}

;= { docsQosServiced assEntry 16 }

docsQosServi ced assActi veTi neout OBJECT- TYPE

SYNTAX I nteger32 (0..65535)
UNI TS "seconds"
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Tenpl ate for docsQosServiceFl owActi veTi meout."
DEFVAL {0}

::= { docsQosServiceC assEntry 17 }

docsQosServi ceC assAdmi tt edTi meout OBJECT- TYPE

SYNTAX I nteger32 (0..65535)
UNI TS "seconds"
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Tenpl ate for docsQosServiceFl owAdni ttedTi neout . "
DEFVAL { 200 }

;= { docsQosServiced assEntry 18 }
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docsQosServi ceC assSchedul i ngType OBJECT- TYPE

SYNTAX Schedul i ngType
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Tenpl ate for docsQosServi ceFl owSchedul i ngType. "
DEFVAL { bestEffort }

;1= { docsQosServiceC assEntry 19 }

docsQosSer vi ceCl assRequest Pol i cy OBJECT- TYPE

SYNTAX OCTET STRI NG (S| ZE(4))
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Tenpl ate for docsQosServi ceFl owRequest Policy."
DEFVAL { ' 00000000°H } -- no bits are set

;= { docsQosServiced assEntry 20 }

docsQosServi ceC assTosAndVask OBJECT- TYPE

SYNTAX OCTET STRING (S| ZE(1))
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Tenpl ate for docsQosServi ceFl owTosAndMask. "
DEFVAL { "FFFH}

;= { docsQosServiced assEntry 21 }

docsQosServi ceC assTosOr Mask OBJECT- TYPE

SYNTAX OCTET STRING (S| ZE(1))
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Tenpl ate for docsQosServi ceFl owTosOr Mask. "
DEFVAL { "O00'H}

::= { docsQosServiceC assEntry 22 }

docsQosServi ced assDirecti on OBJECT- TYPE

SYNTAX IfDirection
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

" Specifies whether the service class tenplate
applies to upstream or downstream service flows."
DEFVAL { upstream}

;= { docsQosServiced assEntry 23 }

-- Service Class PolicyTable

docsQosServi ceCl assPol i cyTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsQosServi ceCl assPol i cyEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" This table describes the set of Docsis-Q0S
Service C ass Policies.

This table is an adjunct to the
docsDevFilterPolicy table. Entries in
docsDevFilterPolicy table can point to
specific rows in this table.
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This table permits mapping a packet to a service
class nanme of an active service flow so long as
a classifier does not exist at a higher
priority.
REFERENCE "SP-RFIv1. 1-105- 000714, Appendix E. 2.1"
::= { docsQosM Bhj ects 9 }

docsQosServi ceC assPol i cyEntry OBJECT- TYPE

SYNTAX DocsQosServi ceCl assPol i cyEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
" A service class name policy entry."
I NDEX {

docsQosServi ceC assPol i cyl ndex

}

::= { docsQosServiceC assPolicyTable 1 }

DocsQosServi ceCl assPol i cyEntry ::= SEQUENCE {
docsQosServi ceC assPol i cyl ndex I nt eger 32,
docsQosServi ceCl assPol i cyName Di spl ayString,
docsQosServi ceCl assPol i cyRul ePriority |nteger32,
docsQosServi ceC assPol i cySt at us RowSt at us
}

docsQosServi ceC assPol i cyl ndex OBJECT- TYPE
SYNTAX I nteger32 (1..2147483647)

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
" Index value to uniquely identify an entry in
this table."

::= { docsQosServiceCd assPolicyEntry 1 }

docsQosServi ceC assPol i cyNane OBJECT- TYPE

SYNTAX Di spl ayString
MAX- ACCESS read-create
STATUS current

DESCRI PTI ON

Service Class Nanme to identify the nane of the
service class flow to which the packet should be
directed. "

REFERENCE "SP-RFIv1. 1-105- 000714, Appendix E. 2.1"

::= { docsQosServiceCd assPolicyEntry 2 }

docsQosServi ceCl assPol i cyRul ePriority OBJECT- TYPE

SYNTAX I nteger32 (0..255)
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
" Service Class Policy rule priority for the
entry."
REFERENCE "SP-RFlv1. 1-105- 000714, Appendix C 2.1.3.5"

::= { docsQosServiceCd assPolicyEntry 3 }

docsQosServi ceC assPol i cySt at us OBJECT- TYPE

SYNTAX Rowst at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

Used to create or delete rows in this table.
Thi s obj ect should not be deleted if it is
reference by an entry in docsDevFilterPolicy.
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The reference should be deleted first."
::= { docsQosServiceC assPolicyEntry 4 }

-- Payl oad Header Suppression(PHS) Tabl e

docsQosPHSTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsQosPHSEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

This tabl e describes set of payl oad header
suppression entries."
::= { docsQosM BObj ects 10 }

docsQosPHSENnt ry OBJECT- TYPE

SYNTAX DocsQosPHSENnt ry
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

A payl oad header suppression entry.
The iflndex is an ifType of docsCabl eMacl ayer (127).
The i ndex docsQosServiceFl om d sel ects one
service flow fromthe cable MAC | ayer interface.
The docsQosPkt C assld i ndex matches an
i ndex of the docsQosPkt Cl assTabl e.

I NDEX {

i flndex,

docsQosSer vi ceFl ow d,

docsQosPkt d assl d

}

::= { docsQosPHSTable 1 }

DocsQosPHSEntry :: = SEQUENCE {
docsQosPHSFi el d OCTET STRI NG,
docsQosPHSMask OCTET STRI NG,
docsQosPHSSI ze I nt eger 32,
docsQosPHSVeri fy Tr ut hval ue,
docsQosPHSI ndex I nt eger 32
}

-- The object docsQosPHSI ndex used as an i ndex {docsQosPHSEntry 1}

-- was changed to be a non-index colum in revision -03.

docsQosPHSFi el d OBJECT- TYPE
SYNTAX OCTET STRI NG (SI ZE(O. . 255))
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

" Payl oad header suppression field defines the

bytes of the header which nust be

suppressed/restored by the sending/receiving

devi ce.

The nunmber of octets in this object should be

the same as the value of docsQosPHSSi ze. "
REFERENCE "SP-RFIv1. 1-105-000714, Appendix C.2.2.10.1"
::= { docsQosPHSEntry 2 }
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docsQosPHSMask OBJECT- TYPE
SYNTAX OCTET STRI NG SI ZE( 0. . 32))
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

Payl oad header suppressi on mask defines the
bit mask which used in conbination with the
docsQosPHSFi el d defines which bytes in header
nmust be suppressed/restored by the sending or
receiving device
Each bit of this bit mask corresponds to a byte
in the docsQosPHSFi el d, with the |east
significant bit corresponding to first byte of
t he docsQosPHSFi el d
Each bit of the bit nmask specifies whether of
not the correspondi ng byte should be suppressed
in the packet. A bit value of '1' indicates that
the byte shoul d be suppressed by the sending
devi ce and restored by the receiving device
A bit value of "0 indicates that
the byte should not be suppressed by the sending
device or restored by the receiving device
If the bit nask does not contain a bit for each
byte in the docsQosPHSField then the bit mask is
extended with bit values of '1' to be the
necessary |length."

REFERENCE "SP-RFIv1. 1-105- 000714, Appendix C. 2.2.10.3"

;1= { docsQosPHSEntry 3 }

docsQosPHSSI ze OBJECT- TYPE
SYNTAX I nteger32 (0..255)
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

Payl oad header suppression size specifies the

nurmber of bytes in the header to be suppressed

and restored.

The val ue of this object nust match the nunber

of bytes in the docsQosPHSField."
REFERENCE "SP-RFlv1. 1-1 05- 000714, Appendi x C. 2.2.10.4"
::= { docsQosPHSEntry 4 }

docsQosPHSVerify OBJECT- TYPE
SYNTAX Trut hval ue
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

Payl oad header suppression verification value of
"true’ the sender nust verify docsQosPHSFi el d
is the same as what is contained in the packet
to be suppressed.”
REFERENCE "SP-RFlv1. 1-1 05- 000714, Appendix C. 2.2.10.5"
::= { docsQosPHSEntry 5 }

-- Renpbved dosQosPHSC assifierlndex {docsQosPHSEntry 6}

-- in revision -03

docsQosPHSI ndex OBJECT- TYPE
SYNTAX I nteger32 (1..255)
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

Payl oad header suppression index uniquely
references the PHS rule for a given service flow '
REFERENCE "SP-RFlv1. 1-1 05- 000714, Appendix C. 2.2.10.2"
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::= { docsQosPHSEntry 7 }

-- docsQosCnt sMacToSr vFl owTabl e (CMIS Only)

docsQosCnt sMacToSr vl owTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF DocsQosCnt sMacToSr vFl owEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" This table provide for referencing the service flows
associated with a particular cable nodem This allows
for indexing into other docsQos tables that are
i ndexed by docsQosServiceFlow d and iflndex."

;1= { docsQosM Bbj ects 11 }

docsQosCnt sMacToSr vFl owent ry OBJECT- TYPE

SYNTAX DocsQosCnt sMacToSr vFl owEnt ry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" An entry is created by CMIS for each service flow
connected to this CMIS. "
I NDEX {
docsQosCnt sCnivac,
docsQosCnt sServi ceFl o d
}

;= { docsQosCnt sMacToSrvFl owTable 1 }

DocsQosCnt sMacToSr vFl owEntry :: = SEQUENCE {
docsQosCnt sCnivac MacAddr ess,
docsQosCnt sServi ceFl oM d Unsi gned32,
docsQosCnt sl f | ndex I nterfacel ndex
}

docsQosCnt sCnivac OBJECT- TYPE
SYNTAX MacAddr ess
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

" The MAC address for the referenced CM "
;= { docsQosCnt sMacToSrvFl owEntry 1 }

docsQosCnt sServi ceFl owl d OBJECT- TYPE

SYNTAX Unsi gned32 (1..4294967295)
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

" An index assigned to a service flow by CMIS. "
1= { docsQosCnt sMacToSrVvFl oweEntry 2 }

docsQosCnt sl f I ndex OBJECT- TYPE

SYNTAX I nterfacel ndex
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

" The iflndex of ifType docsCabl eMacLayter(127)
on the CMIS that is connected to the Cable Mbdem ™"
1= { docsQosCnt sMacToSrVvFl owentry 3 }

-- Placehol der for notifications/traps.
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docsQosNoti ficati on OBJECT | DENTI FI ER

-- Conformance definitions

docsQosConf ormance OBJECT | DENTI FI ER

docsQosG oups OBJECT | DENTI FI ER

docsQosConpl i ances OBJECT | DENTI FI ER

docsQosConpl i ance MODULE- COVPLI ANCE
STATUS current

DESCRI PTI ON
"The conpliance statenment for

:= { docsQosMB 2 }

= { docsQosMB 3}
;1= { docsQosConformance 1 }

;1= { docsQosConfornmance 2 }

MCNS Cabl e Modens and

Cabl e Mbdem Termi nation Systens that inplenment DOCSI S

Service Flows."
MODULE -- docsQosM B

MANDATORY- GROUPS { docsQosBaseGroup }

GROUP docsQosCnt sG oup
DESCRI PTI ON

"This group is mandatory for only Cable Modem Termi nation
Systens (CMIS) and not inplenmented for Cable Mdens."

GROUP docsQosPar anfset Gr oup
DESCRI PTI ON

"This group is mandatory for Cabl e Modem Terni nation

Systens (CMIS) and Cabl e
objects in this group as

Mbdens. Cabl e npbdens only inpl ement
read-only."

GROUP docsQosSrvd assPol i cyG oup

DESCRI PTI ON

"This group is optional for Cable Mddem Term nation

Systens (CMIS) and Cabl e

Modens. This group only needs to

be inplenent if policy based service flow classification
is inmplenmented. See docsDevPolicyTable in

DOCS- CABLE- DEVI CE-M B f or
GROUP docsQosServi ceCl assGroup

DESCRI PTI ON

"The docsQosServi ceCl assTabl e group of objects.

OBJECT docsQosPkt Cl assPkts
DESCRI PTI ON

nore details.

"This object only needs to be inplemented in entries
that are classifying packets and not policing packets."

;= { docsQosConpliances 1 }

docsQosBaseG oup OBJECT- GROUP
OBJECTS {
docsQosPkt C assDirecti on,
docsQosPkt Cl assPriority,
docsQosPkt Cl assl pTosLow,
docsQosPkt Cl assl pTosHi gh,
docsQosPkt C assl pTosMask,
docsQosPkt d assl pProt ocol ,
docsQosPkt Cl assl| pSour ceAddr,
docsQosPkt Cl assl pSour ceMask,
docsQosPkt C assl pDest Addr,
docsQosPkt Cl assl pDest Mask,
docsQosPkt Ol assSour cePort Start,
docsQosPkt C assSour cePor t End,
docsQosPkt Cl assDest Port Start,
docsQosPkt O assDest Port End,
docsQosPkt Cl assDest MacAddr ,
docsQosPkt O assDest MacMask,
docsQosPkt Gl assSour ceMacAddr,
docsQosPkt Cl assEnet Pr ot ocol Type,
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docsQosPkt Cl assEnet Pr ot ocol ,
docsQosPkt Cl assUser Pri Low,
docsQosPkt Cl assUser Pri Hi gh,
docsQosPkt Cl assVl anl d,
docsQosPkt Cl assSt at e,
docsQosPkt Ol assPkt s,
docsQosPkt Cl assBi t Map,
docsQosSer vi ceFl owsl D,
docsQosServi ceFl owDi recti on,
docsQosServi ceFl owPri mary,
docsQosServi ceFl owPkt s, -- not sure if CM should inplenent
docsQosServi ceFl owCct et s,
docsQosServi ceFl owTi meCr eat ed,
docsQosServi ceFl owTi meActi ve,
docsQosSer vi ceFl owPHSUnknowns,
docsQosServi ceFl owPol i cedDr opPkt s,
docsQosServi ceFl owPol i cedDel ayPkt s,
docsQosDSAReqs,
docsQosDSARsps,
docsQosDSAAcks,
docsQosDSCReqgs,
docsQosDSCRsps,
docsQosDSCAcks,
docsQosDSDReqgs,
docsQosDSDRsps,

docsQosDynani cAdds,
docsQosDynani cAddFai | s,
docsQosDynani cChanges,
docsQosDynani cChangeFai | s,
docsQosDynani cDel et es,
docsQosDynanmi cDel et eFai | s,
docsQosDCCRegs,
docsQosDCCRsps,
docsQosDCCAcks,

docsQosDCCs,

docsQosDCCFai | s,
docsQosDCCRspDepart s,
docsQosDCCRspArri ves,
docsQosPHSFi el d,
docsQosPHSMask,

docsQosPHSSI ze,

docsQosPHSVeri fy,

docsQosPHSI ndex

}
STATUS current
DESCRI PTI ON

"Group of objects inplenented in both Cabl e Mddens and
Cabl e Mbdem Termi nation Systens."
;1= { docsQosGoups 1}

docsQosPar anSet Gr oup OBJECT- GROUP
OBJECTS {
docsQosPar antSet Ser vi ceCl assNane,
docsQosParantSet Priority,
docsQosPar anSet MaxTr af fi cRat e,
docsQosPar anfSet MaxTr af fi cBur st ,
docsQosPar anfSet M nReser vedRat e,
docsQosPar anSet M nReser vedPkt ,
docsQosPar anSet Act i veTi nmeout ,
docsQosPar anfSet Admi tt edTi nmeout ,
docsQosPar anSet MaxConcat Bur st ,
docsQosPar anfSet Schedul i ngType,
docsQosPar anset NonPol | | nt erval ,
docsQosPar anset Tol Pol | Jitter,
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docsQosPar anSet Unsol i ci t Grant Si ze,
docsQosPar anset NonGr ant | nt er val ,
docsQosPar antSet Tol Grant Jitter,
docsQosPar anSet Gr ant sPer | nterval ,
docsQosPar anSet TosAndMask,
docsQosPar anSet TosOr Mask,
docsQosPar anfSet MaxLat ency,
docsQosPar anfSet Request Pol i cyCct ,
docsQosPar anfset Bi t Map

}

STATUS current
DESCRI PTI ON
"Group of objects inplenenent in both Cable Mdens and
Cabl e Mbdem Termni nation Systens for QOS paraneter sets.”
;1= { docsQosG oups 2 }

docsQosCmt sGoup OBJECT- GROUP
OBJECTS {
docsQosUpst r eanfragnent s,
docsQosUpst r eanfFr agDi scar ds,
docsQosUpst r eanConcat Bur st s,
docsQosServi ceFl owlLogl f | ndex,
docsQosServi ceFl owLogSFI D,
docsQosServi ceFl owLogCmivac,
docsQosServi ceFl owLogPkt s,
docsQosServi ceFl owLogCct et s,
docsQosServi ceFl owlLogTi neDel et ed,
docsQosServi ceFl owLogTi neCr eat ed,
docsQosServi ceFl owLogTi meActi ve,
docsQosServi ceFl owLogDi recti on,
docsQosServi ceFl owLogPri mary,
docsQosServi ceFl owLogSer vi ceCl assNane,
docsQosServi ceFl owLogPol i cedDr opPkt s,
docsQosServi ceFl owLogPol i cedDel ayPkt s,
docsQosServi ceFl owLogControl,
docsQosCnt sl f | ndex -- docsQosCnt sMacToSr vFl owTabl e required

}

STATUS current
DESCRI PTI ON

"Mandat ory group of objects inplenmented only in the CMIS. "
;1= { docsQosG oups 3}

docsQosSrvd assPol i cyGroup OBJECT- GROUP
OBJECTS {
docsQosServi ceC assPol i cyNane,
docsQosServi ceCl assPol i cyRul ePriority,
docsQosServi ceC assPol i cySt at us

}
STATUS current
DESCRI PTI ON

"Group of objects inplenented in both Cable Mddens and
Cabl e Mbdem Termi nati on Systens when supporting policy based
service flows."

;1= { docsQusG oups 4 }

docsQosServi ceC assG oup OBJECT- GROUP
OBJECTS {
docsQosServi ced assSt at us,
docsQosServiceC assPriority,
docsQosServi ced assMaxTraf fi cRat e,
docsQosServi ceCd assMaxTr af fi cBur st
docsQosServi ceC assM nReser vedRat e,
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docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi
docsQosSer vi

}

ceCl assM nReser vedPkt ,
ceCl assMaxConcat Bur st ,
ceC assNonPol | I nterval,
ceCl assTol Pol | Jitter,
ceCl assUnsolicitGantSize,
ceC assNonGrant | nterval ,
ceCl assTol GrantJitter,
ceC assG ant sPer I nterval,
ceC assMaxLat ency,

ceCl assActi veTi neout ,

ceCl assAdnmi tt edTi neout,
ced assSchedul i ngType,
ced assRequest Pol i cy,
ceCl assTosAndMask,

ceC assTosOr Mask,

ceCl assDirection

STATUS current

DESCRI PTI ON

"The docsQosServi ceCl assTabl e obj ects.

If a CMIS inplenents

expansi on of Service Class Nanmes in a QOS Paraneter Set,

this group is mandatory on the CMIS.
support Service C ass Nanes,

in the

If the CMIS does not

this group may be uni npl emrent ed

CMTIS. This group is not inplenmented on the CM

1= { docsQusG oups 5 }
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Appendix | Business Process Scenarios For Subscriber Account
Management (informative)

In order to develop the DOCS-OSS Subscriber Account Management Specification, it is necessary to consider
high-level business processes common to cable operators and the associated operational scenarios. Thefollowing
definitions represent ageneric view of key processesinvolved. It isunderstood that business process terminology
varies among different cable operators, distinguished by unique operating environments and target market
segments

For the purpose of this document, Subscriber Account Management refers to the following business processes
and terms:

* Class of Service Provisioning Processes, which areinvolved in the automatic and dynamic provisioning and
enforcement of subscribed class of policy-based service level agreements (SLAS)

* Usage-Based Billing Processes, which areinvolved in the processing of bills based on services rendered to
and consumed by paying subscriber customers

.1 The old service model: “one class only” and “best-effort” service

The Internet is an egalitarian cyber society in its pure technical form where all Internet Protocol (1P) packets are
treated as equals. Given that all |P packets have equal right-of-way over the Internet, it isa“one classfitsal”,
“first-come, first-served” type of service level arrangement. The response time and quality of delivery serviceis
promised to be on a“ best-effort” basis only.

Unfortunately, while all IP packets are theoretically equal, certain classes of |P packets must be processed
differently. When transmitting data packets, traffic congestion causes no fatal problems except unpredictable
delays and frustrations. However, in a convergent | P world where data packets are mixed with those associated
with voice and streaming video, such “one-class’ service level and "best-effort only" quality is not workable.

[.2 The old billing model: “flat rate” access

As high-speed data-over-cabl e service deployment moves to the next stage, serious considerations must be made
by all cable operators to abandon old business practices, most notably "flat-rate” fee structure. No service
provider can hope to stay in business long by continuing to offer asingle, "flat-rate" access serviceto all
subscribers, regardless of actual usage.

Imagine your utility bills were the same month after month, whether you used very little water or electricity
every day, or if you ran your water and your air conditioning at full blast 24 hours a day. You would be entitled,
just like everyone else, to consume as much or as little as you wished, anytime you wanted it. Chances are you
would not accept such a service agreement, not only because it is not afair arrangement, but also because such
wasteful consumption would put enough pressure on the finite supply of water and electricity that most of your
normal demands for usage would likely go unfulfilled.

[.3 A Successful New Business Paradigm

The new paradigm for delivering | P-based services over cable networksis forcing all cable operators to adopt a
new business paradigm. The retention of customers will require that an operator offer different class-of-service
options and associated access rates with guaranteed provisioning and delivery of subscribed services. “Back
Office” usage-based accounting and subscriber billing will become an important competitive differentiation in
the emergence of high-speed data-over-cable services.
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I.3.1 Integrating "front end" processes seamlessly with "back office" functions

A long-standing business axiom states that accountability exists only with the right measurements and that
business prospers only with the proper management information. An effective subscriber account management
system for data over cable services should meet three (3) major requirements:

Automatic & Dynamic Subscriber Provisioning The first requirement isto integrate service subscription
orders and changes automatically and dynamically, with the various processes that invoke the provisioning and
delivering of subscribed and/or "on-demand” services.

Guaranteed Class & Quality of Services The second requirement isto offer different class of services with
varying rates and guarantee the quality of service level associated with each service class.

Data Collection, Warehousing & Usage Billing Thethird requirement is to capture a subscriber’s actual
usage, calculating the bill based on the rate associated with the customer’s subscribed service levels.

I.3.2 Designing Classes of Services

While designing different class of service offerings, a cable operator might consider the following framework:

* Class of Service by account type: business vs. residential accounts
* Class of Service by guaranteed service levels

* Classof Service by time of day and/or day of week

e "On Demand" Service by specia order

The following is a plausible sample of classes of service:

* "Best Effort" Service Without Minimum Guarantee
This class of "Best Effort Only" serviceisthe normal practice of today where subscribers of this class of ser-
vice are allocated only excess channel bandwidth available at the time while each subscriber’s accessis
capped at a maximum bandwidth (for example at 512 kilobit per second).

e Platinum Service for Business and High-Access Residential Accounts
Business accounts subscribing to this service are guaranteed a minimum data rate of downstream bandwidth -
512 kilobit per second - and if excess bandwidth is available, they are allowed to burst to 10 megabit per sec-
ond.

e Gold Service for Business Accounts
This class of service guarantees subscribers a 256 kilobit per second downstream data rate during business
hours (for example from 8 am. to 6 p.m.) and 128 kilobit per second at other times. If excess bandwidth is
available at any time, datais allowed to burst to 5 megabit per second.

* Gold Servicefor Residential Accounts
Residential subscribers of this service are guaranteed 128 kilobit per second downstream bandwidth during
business hours and 256 kilobit per second at other times (for example from 6 p.m. to 8 am.), and amaximum
data burst rate of 5 megabit per second with available excess bandwidth.

» Silver Service for Business Accounts
Business accounts subscribing to this service are guaranteed 128 kilobit per second downstream data rate dur-
ing business hours and 64 kilobit per second during other times, and a maximum burst rate of 1 megabit per
second.

* Silver Servicefor Residential Accounts
Subscribers are guaranteed 64 kilobit per second downstream bandwidth during business hours and 128 kilo-
bit per second at other times, with a maximum burst rate of 1 megabit per second.
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e “On Demand” Service by Special Order
Thisclass of "on demand" service allows a subscriber to request additional bandwidth avail able for a specific
period of time. For example, a subscriber can go to operator’s web site and requests for increased guaranteed
bandwidth service levels from his registered subscribed class of service from the normal 256 kilobit per sec-
ond to 1 megabit per second from 2 p.m. to 4 p.m. the following day only, after which his service levels
returns to the original subscribed class. The provisioning server will check the bandwidth commitment and
utilization history to decide whether such "on demand" serviceis granted.

1.3.3 Usage-Based Billing

A complete billing solution involves the following processes:

* Design different usage-based billing options

* Capture and manage subscriber account and service subscription information
* Estimate future usage based on past history

* Collect billable event data

* Generate and rate hilling records

e Calculate, prepare and deliver bill

* Process and manage bill payment information and records

¢ Handle customer account inquires

* Manage debt and fraud

This Specification focuses only on various business scenarios on bandwidth-centric usage-based billing options.

I.3.4 Designing Usage-Based Billing Models

In support of the offering of different classes of serviceisanew set of billing processes, which are based on the
accounting of actual usage of subscribed service by each subscriber calculated by the associated fee structures.

There are several alternatives to implementing usage-based billing. The following offers afew examples:

* Billing Based on an Average Bandwidth Usage.
The average bandwidth usageis defined as the total bytes transmitted divided by the billing period.

¢ Billing Based on Peak Bandwidth Usage.
The peak bandwidth usage is the highest bandwidth usage sample during the entire billing period. Each usage
sample is defined as the average bandwidth usage over a data collection period (typically 10 minutes).

Sinceit isusually the peak usage pattern that creates the highest possibility of access problems for the cable
operator, therefore it is reasonable to charge for such usage. One scheme of peak usage billing is called "95
percentile billing". The processis as follows -- at the end of each billing period, the billing software examines
the usage records of each subscriber and it “throws away" the top five percent of usage records of that period,
then charge the subscriber on the next highest bandwidth usage.

* "Flat Monthly Fee"Plus Usage Billing Based on the Class of Service Subscribed.
Any usage beyond the minimum guaranteed bandwidth for that particular subscriber service classis subject
to an extra charge based on the number of bytes transmitted.

¢ Billing for "On Demand" Service
This special billing processis to support the "On Demand" Service offering described above.
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Appendix Il Summary of CM Authentication and Code File
Authentication (informative)

The purpose of this appendix isto provide the overview of the two authentication mechanisms defined by the
BPI+ specification as well as to provide an example of the responsibility assignment for actual operation but not
to add any new requirements for the CM TS or the CM. Please refer to the BPI+ specification regarding the
requirement for the CMTS and the CM.

1.1 Authentication of the DOCSIS 2.0-compliant CM

If the CMTSis DOCSIS 2.0/BPI+-compliant and a DOCSIS 2.0 CM is provisioned to run BPI+ by the
configuration file, the CMTS authenticates the CM by verifying the CM certificate and the manufacturer
certificate. These certificates are contained in the Auth request and Auth Info packets respectively, and are sent
to the CMTS by the CM after registration (when provisioned to do so by the configuration file). Only CMswith
valid certificates will be authorized by the CMTS. Note that this CM authentication will not be applied if the
CMTS and/or the CM is not compliant with BPI+, or the CM is not provisioned to run BPI+.

DOCSIS Cert Mng Server
Root CA CMTS
DOCSIS DOCSIS DOCSIS
Root CA Root CA Root CA
Cert Cert @4— rrrrrrrrrrrr o »( Stat Cert CM M
CRL of Mfg . é\:/lfg M é\:ﬂfg
Mfg Cert 1 > Cert " —————————— »( Stat ert ert
| # R —
Mfg % CM [ CM
e > Stat Cert Cert
Mfg A ; ]
Cert o Hot List Mng |
» Hot List Hot List
CRL of
CM Cert o
Headend

Figure lI-1 Authentication of the DOCSIS 2.0-compliant CM
I1.L1.1 Responsibility of the DOCSIS Root CA

The DOCSIS Root CA isresponsible for the following:

e Storing the DOCSIS Root private key in secret

* Maintaining the DOCSIS Root CA certificate

* Issuing the manufacturer CA certificates signed by the DOCSIS Root CA
¢ Maintaining the CRL of the manufacturer CA

* Providing the operators with the CRL
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The DOCSIS Root CA or CableL absis likely to put the DOCSIS Root CA on their Web or TFTP server in order
to let the operators (or the CM TS on behalf of the operator) download it, but thisis not yet decided.

I1.L1.2 Responsibility of the CM manufacturers

The CM manufacturers are responsible for the following:

¢ Storing the manufacturer CA private key in secret

* Maintaining the manufacturer CA certificate. The manufacturer CA certificate is usually signed by the DOC-
SIS Root CA but can be self-signed until the DOCSIS Root CA issues it based on the Cablel abs policy.

e Issuing the CM certificates
¢ Putting the manufacturer CA certificate in the CM’s software
* Putting each CM certificate in the CM’s permanent, write-once memory

* Providing the operators with the hot list of the CM certificates. The hot list may bein CRL format. However,
the detail of the format and the way of delivery are TBD.

11.1.3 Responsibility of the operators

The operators are responsible for the following:

¢ Maintaining that the CMTSes have an accurate date and time. If a CMTS has awrong date or time, the
invalid certificate may be authenticated or the valid certificate may not be authenticated.

e Putting the DOCSIS Root CA certificate in the CMTS during the CMTS provisioning using the BPI+ MIB or
the CMTS's proprietary function. The operator may have a server to manage this certificate for one or more
CMTS(s).

* Putting the manufacturer CA certificate(s) in the CM TS during the CM TS provisioning using the BPI+ MIB
or the CMTS's proprietary function (optional). The operator may have a server to manage this certificate for
one or more CMT Ses.

* Maintaining the status of the certificatesin the CMTSesif desired using the BPI+ MIB or the CMTS's propri-
etary function (optional). The operator may have a server to manage all the status of the certificates recorded
in one or more CM T Ses.

The operator may have a server to manage the DOCSIS Root CA certificate, manufacturer CA certificate(s)
and also the status of the certificates recorded in one or more CM T Ses.

* Maintaining the hot list for the CM TS based on the CRL s provided by the DOCSIS Root CA and the CM
manufacturers (optional). The operator may have a server to manage the hot list based on the CRL s provided
by the DOCSIS Root CA and manufacturer CAs. The CMTS may have afunction to automatically downl oad
the DOCSIS Root CA certificate and the CRLs viathe Internet or other method. The DOCSIS Root CA or
CableLabsislikely to put the DOCSIS Root CA on their Web or TFTP server in order to let the operators (or
the CMTS on behalf of the operator) download it but thisis not yet decided.

[I.2 Authentication of the code file for the DOCSIS 2.0-compliant CM

When a DOCSIS 2.0/BPI+-compliant CM downloads a code file from a TFTP server, the CM must authenticate
the code file as defined in Appendix D of the BPI+ specification regardless of whether the CM was provisioned
to use BPI+, BPI, or neither, by the configuration file. The CM installs the new image and restartsusing it only if
verification of the code image was successful (as defined in Appendix D of the BPI+ specification). If
authentication fails, the CM rejects the code file downloaded from the TFTP server and continues to operate
using the current code. The CM performs a software download, whether initiated by the configuration file or
SNMP, only if it was initialized with avalid CV C received in the CM configuration file. In addition to the code
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file authentication by the CM, the operators may authenticate the code file before they put it on the TFTP sever.
The following figure shows the summary of these mechanisms.

TFTP
Headend CM Config File
(Mfg Control)
i -2.0 Style
2.0 CM File n 20 e
MFG Ve » MFG CVC !
1 20CM
3 | Config File
i C\;C ¢ (MSO Control)
Mfg Verificatio | -2.0 Style
-MSo cve
il  -Mfg CVC
2.0 CM Code '
2.0 CM Code File
(Mfg Control)
M CableLab \ 4 -Image for 2.0 CM
" "CableLabs -Mfa Sian & CVC
caplelabs | Certified Code Verification g Sign
» A Sign File (1) Mfg Name S o~ 1 ‘
Efg,tffiiz!.“""bs P 2.0 CM Code File |
cve 3 (3) Hot List Mng % (MSO Contraol)
DOCSIS CRL | -Image_ for 2.0 CM
Root ‘ -Mfg Sign & CVC
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Figure 1I-2 Authentication of the code file for the DOCSIS 2.0-compliant CM

I1.2.1 Responsibility of the DOCSIS Root CA

The DOCSIS Root CA isresponsible for the following:

Storing the DOCSIS Root private key in secret
Maintaining the DOCSIS Root CA certificate

I ssuing the code verification certificates (CV Cs) for the CM manufacturers, for the operators, and for "Cable-
Labs Certified(TM)"

The Root CA may maintain the CRL of the CV Cs and provide it to the operators.

I1.2.2 Responsibility of the CM manufacturer

The CM manufacturers are responsible for the following:

Storing the manufacturer CVC private key in secret
Putting the DOCSIS Root CA certificate in the CM’s software

M aintaining the manufacturer CV C (the current BPI+ specification only allows CVCs signed by the DOCSIS
Root CA and does not accept self-signed CVCs)

Generating the code file with the manufacturer’s CV C and signature
Providing the operators with the code file and the manufacturer CVC
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11.2.3 Responsibility of CableLabs

CableL absisresponsible for the following:

Storing the "CableL abs Certified(TM)" CVC private key in secret
Maintaining the "CablelL abs Certified(TM)" CVC signed by the DOCSIS Root CA

Issuing the "CablelLabs Certified(TM)" signature file for the DOCSIS 2.0 CM code file certified by Cable-
Labs

I1.2.4 Responsibility of the operators

Operators have the following responsibilities and options:

Verifying the manufacturer CV C and signature in the code file provided by the manufacturer prior to using it
(optional). The code file may be rejected (not used to upgrade CMs) if the manufacturer signature or CVC is
invalid.

Checking if the code file provided by the CM manufacturer is"CablelL abs Certified(TM)" by verifying the
"Cablelabs Certified(TM)" CVC and signature in the "Cablel abs Certified(TM)" signature file against the
code file before the operator loads the code file on the TFTP server (optional).

Maintaining the operator CA by storing the operator CA private key in secret and maintaining the operator’s
(co-signer) CVC issued by the DOCSIS Root CA (optional)

Generating the M SO-controlled code file by adding the operator’s CV C and signature to the original code file
provided by the CM manufacturer (optional)

Checking if the CV C provided by the CM manufacturer is valid (optional)

Putting the appropriate CVC(s) in the CM configuration file. In the case that the original code fileisto be
downloaded to the CMs, the CM configuration file must contain the valid CV C from the CM’s manufacturer.
In case that the operator-controlled codefile is to be downloaded, the CM configuration file must contain the
valid CV C of the operator and may contain the valid CV C from the CM manufacturer. If aCVC isnot present
the CM configuration file, or the CV Csthat are present are invalid, the CM will not initiate a software down-
load if instructed to via SNMP or the CM configuration file. Note that the DOCSIS 2.0-compliant CM may
be registered and authorized by the CMTS and become operational regardless of whether the CM configura-
tion file contains valid CVCs.
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Appendix IV Revisions (informative)

IV.1 ECNSs included in SP-OSSIv2.0-102-020617

Table IV-1 Incorporated ECN Table for SP-OSSIv2.0-102-020617

ECN Date Accepted Summary
0ssi2-n-02016 02/27/02 Replacement of RF MIB, associated changes.
0ss2-n-02024 03/06/02 Version 2.0-specific items.
0ss2-n-02053 04/10/02 Delete section 7.3.3.1.
0ss2-n-02054 04/03/02 Replace section 7.3.4.1.
0ss2-n-02062 04/10/02 Change section 7.4.2.1 and Annex F.
0ss2-n-02069 05/01/02 Update to latest IPDR.org specifications.
0ss2-n-02079 05/22/02 Clarify ‘Storage type’ functionality within CMs.
0ss2-n-02088 05/29/02 Simplification of the specification.
0ss2-n-02107 05/22/02 Update RFI MIB.

IV.2 ECNSs included in SP-OSSIv2.0-103-021218

Table IV-2 Incorporated ECN Table for SP-OSSIv2.0-103-021218

ECN Date Accepted Summary
0ss2-n-02087 06/12/02 Require the CMTS to support the docsDevBaseGroup.
0ss2-n-02120 07/03/02 Correct value of ifSpeed for a USB 1.1 interface.
0ss2-n-02124 07/03/02 Clarify wording of two event descriptions.
0ss2-n-02134 07/31/02 Correct errors in table 7-6 regarding accessibility of the IF-EXT MIB.
0ss2-n-02147 08/14/02 Specify the status of VACM entries in section 5.2.4.
0ss2-n-02149 08/14/02 Make RFC2665 error counters optional for CMs and CMTSes.
0ss2-n-02151 08/14/02 Make adjustments in Annex A.
0ss2-n-02154 08/14/02 Raise priority of three DCC events from Error to Critical.
0ss2-n-02158 08/14/02 Better define requirements in section 9.3, CM Diagnostic Capabilities.
0ss2-n-02159 08/14/02 Redefine requirements for information available before CM registration.
0ss2-n-02160 08/14/02 Augment the number of rows of VACM TreeFamily entries required.
0s8s2-n-02172 08/14/02 Clarify application of IP, LLC, and NmAccess filters apply to Ifindexes.
0ss2-n-02175 09/18/02 Update the Event Messages E206.0 through E209.0.
0ss2-n-02191 11/13/02 Correct terms and typo errors, fix discrepancies between v1.1 and v2.0.
0ss2-n-02199 11/20/02 Allow use of multicast SIDs in the docsBpiCmTEKTable.
0ss2-n-02205 11/06/02 Change the validity periods of BA Mfg and Co-signer CVCs.
0ss2-n-02212 11/27102 Provide new architecture guidelines for interfaces management.
0ss2-n-02220 11/27/02 Update DOCS-QOS-MIB related MIB objects’ default values.
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IV.3 ECNSs included in SP-OSSIv2.0-104-030730

Table IV-3 Incorporated ECN Table for SP-OSSIv2.0-104-030730

ECN Date Accepted Summary

0SS2-N-02193 12/04/02 Update section7.4 of Spec to lineup OSSI v1.1 spec and Clarify the Event
priority requirements for a safe access to local log From CPE

0SS2-N-02221 12/04/02 Correct DOCS-IF-MIB docslfQosProfMaxTransmitBurst range according
to SP-RFIv2.0-102-020617

0OSS2-N-02234 01/02/03 Changing the specification reference to a new version of the BPI+ specifi-
cation and the BPI+ MIB draft

0SS2-N-02235 01/02/03 Add a missing event code for DCC.

0SS2-N-02236 01/02/03 Wholesale replacement of section 7.1 and Appendix B to include new

spec language throughout, new IPDR schema to support CMdocsisMode
element and reporting of DOCSIS 1.0 services, and secure user authenti-
cation and secure file transfer via SSH2/SFTP

0OSS2-N-03010 02/12/03 ECNs OSS-N-02174 and OSS2-N-02175 made changes to Event Log
messaging and inadvertently removed too much of the text.

0OSS2-N-03014 02/19/03 Correct an inconsistency regarding access to SNMPv3 MIBs in two areas
of the specification

0OSS2-N-03017 03/05/03 This ECN corrects a CM priority

0SS2-N-03021 03/12/03 Changing the specification reference to the draft-ietf-ipcdn-bpiplus-mib-
05.

0SS2-N-03023 03/12/03 Update OSS specification to support draft-ietf-ipcdn-docs-rfmibv2-05,

whose major new feature is the ability to provide CMTS upstream/down-
stream channel utilization statistics

0SS2-N-03025 6/13/03 Operators have shown interest in having a normalized CM front panel
LEDs to simplify users self-diagnostic and customer support when recog-
nizing the CM registration state.

0SS2-N-03034 4/9/03 This ECR corrects CM and CMTS default Priority

0OSS2-N-03046 4/30/03 Allows CM devices the freedom to log Vendor-specific messaging for all
Event Priorities in the local-log

0OSS2-N-03053 5/29/03 This document proposes utilizing, as an option, the new key instead of
the original key in the re-issued DOCSIS Manufacturer CVC

0OSS2-N-03065 7/2/03 Update OSS specification to support draft-ietf-ipcdn-docs-rfmibv2-05
clarification on docslfCmStatusValue.

0OSS2-N-03069 712103 Redefine docslfCmtsCmStatusValue compared to the current MIB re-

guirement draft-ietf-ipcdn-docs-rfmibv2-05.txt to support backward com-
patibility CMTS operations

0OSS2-N-03071 712/03 Minor corrections to OSSI2 spec (Omnibus)
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IV.4 ECNSs included in SP-OSSIv2.0-105-040407

Table IV-4 Incorporated ECN Table for SP-OSSIv2.0-105-040407

ECN Date Accepted Summary
0SS2-N-03067 8/20/03 Update OSSI spec to comply with the new set of SNMP V3 standards.
0SS2-N-03083 8/6/03 Apply old OSS-N-02022 to 2.0 OSSI specification to allow vendor specific
text to be added at the end of events.
0SS2-N-03087 9/3/03 Add an enum in DOCS-IF-MIB:docslfCmtsModPreambleType for a row en-
try consisting only of DOCSIS 1.x bursts.
0SS2-N-03090 9/10/03 Corrections to OSSI 2.0 spec Annex A
0SS2-N-03091 9/1703 Correct the DOCS-IF-MIB:docsIfCmtsChannelUtld range in draft-ietf-ipcdn-
docs-rfmibv2-05.txt.
0SS2-N-03092 11/12/03 Add guideline for the modulation profile especially for assigning modulation
profile to upstream channels regarding the channel type.
OSSIv2.0-N-03.0108-2 12/03/03 To apply OSS-N-02060 to 2.0 Specifications.
OSSIv2.0-N-03.0112-2 1/7/04 Update the accuracy statement for Euro-DOCSIS implementations.
OSSIv2.0-N-03.0115-2 1/21/04 Accept duplicate TLV-11's when the values are the same
OSSIv2.0-N-03.0117-2 1/21/04 Update References for Syslog Formating
OSSIv2.0-N-04.0121-3 2/25/04 Allow more flexibility of modulation profiles implementation to meet the
needs in fields.
OSSIv2.0-N-04.0126-6 3/10/04 Defines the MIB requirements in Section 6 pointing to the new Annex | "Re-
guirements for DOCS-LOADBALANCING-MIB"
OSSIv2.0-N-04.0127-4 3/10/04 Clarifications for DCC in the QoS MIB
0OSSIv2.0-N-04.0130-2 3/10/04 Clarification of notBefore value for re-issued CVC

335



SP-OSSIv2.0-105-040407 Data-Over-Cable Service Interface Specifications

336



	1 Scope and Purpose
	1.1 Scope
	1.2 Requirements

	2 References (normative/informative)
	3 Glossary (informative)
	4 Abbreviations
	5 SNMP Protocol
	5.1 SNMP Mode for DOCSIS 2.0-compliant CMTSes
	5.1.1 Key Change Mechanism

	5.2 SNMP Mode for DOCSIS 2.0-compliant CMs
	5.2.1 SNMPv3 Initialization and Key changes
	5.2.2 SNMPv3 Initialization
	5.2.3 DH Key Changes
	5.2.4 VACM Profile


	6 Management Information Bases (MIBs)
	6.1 IPCDN drafts and others
	6.2 IETF RFCs
	6.3 Managed objects requirements
	6.3.1 CMTS MIB requirements
	6.3.2 Requirements for [RFC 2669]
	6.3.3 Requirements for DOCS-IF-MIB
	6.3.4 Requirements for [RFC 2863]
	6.3.4.1 Interface organization and numbering
	6.3.4.2 docsIfCmStatusValue and ifOperStatus Relationship
	6.3.4.2.1 ifAdminStatus and traffic


	6.3.5 Interface MIB and Trap Enable
	6.3.6 Requirements for [RFC 2665]
	6.3.7 Requirements for [RFC 1493]
	6.3.8 Requirements for [RFC 2011]
	6.3.8.1 The IP Group
	6.3.8.2 The ICMP Group

	6.3.9 Requirements for [RFC 2013]
	6.3.10 Requirements for [RFC 3418]
	6.3.10.1 The System Group
	6.3.10.2 The SNMP Group

	6.3.11 Requirements for DOCS-QOS-MIB
	6.3.12 Requirements for “draft-ietf-ipcdn-igmp-mib-01.txt”
	6.3.13 Requirements for [RFC 2933]
	6.3.14 Requirements for DOCS-BPI2-MIB
	6.3.15 Requirements for USB MIB
	6.3.16 Requirements for DOCS-SUBMGT-MIB
	6.3.17 Requirements for [RFC 2786]
	6.3.18 Requirements for [RFC 3083]
	6.3.19 Requirements for DOCS-IF-EXT-MIB
	6.3.20 Requirements for DOCS-CABLE-DEVICE-TRAP-MIB
	6.3.21 Requirements for SNMPv3 MIBs
	6.3.22 Requirements for DOCS-LOADBALANCING-MIB

	6.4 CM configuration files, TLV-11 and MIB OIDs/values
	6.4.1 CM configuration file TLV-11 element translation (to SNMP PDU)
	6.4.1.1 Rules for CreateAndGo and CreateAndWait

	6.4.2 CM configuration TLV-11 elements not supported by the CM
	6.4.3 CM state after CM configuration file processing success
	6.4.4 CM state after CM configuration file processing failure

	6.5 Treatment and interpretation of MIB counters on the CM
	6.6 SNMPv3 Notification Receiver config file element
	6.6.1 Mapping of TLV fields into created SNMPv3 table rows
	6.6.1.1 snmpNotifyTable
	6.6.1.2 snmpTargetAddrTable
	6.6.1.3 snmpTargetAddrExtTable
	6.6.1.4 snmpTargetParamsTable
	6.6.1.5 snmpNotifyFilterProfileTable
	6.6.1.6 snmpNotifyFilterTable
	6.6.1.7 snmpCommunityTable
	6.6.1.8 usmUserTable
	6.6.1.9 vacmSecurityToGroupTable
	6.6.1.10 vacmAccessTable
	6.6.1.11 vacmViewTreeFamilyTable



	7 OSSI for Radio Frequency Interface
	7.1 Subscriber Account Management Interface Specification
	7.1.1 Service Flows, Service Classes, and Subscriber Usage Billing
	7.1.1.1 High-Level Requirements for Subscriber Usage Billing Records

	7.1.2 IP Detail Record (IPDR) Standard
	7.1.2.1 IPDR Network Model
	7.1.2.2 IPDR Record Structure

	7.1.3 Billing Collection Interval
	7.1.4 Billing File Retrieval Model
	7.1.5 Billing File Security Model

	7.2 Configuration Management
	7.2.1 Version Control
	7.2.2 System Initialization and Configuration
	7.2.3 Secure Software Upgrades

	7.3 Protocol Filters
	7.3.1 LLC filters
	7.3.1.1 docsDevFilterLLCUnmatchedAction

	7.3.2 Special filters
	7.3.3 IP spoofing filter
	7.3.3.1 Additional requirement on dot1dTpFdbTable [RFC 1493]

	7.3.4 SNMP Access Filter
	7.3.4.1 docsDevNmAccessIP and docsDevNmAccessIpMask

	7.3.5 IP filter

	7.4 Fault management
	7.4.1 SNMP Usage
	7.4.2 Event Notification
	7.4.2.1 Local Event Logging
	7.4.2.2 Format of Events
	7.4.2.2.1 SNMP TRAP/INFORM
	7.4.2.2.2 SYSLOG message format

	7.4.2.3 Standard DOCSIS events for CMs
	7.4.2.4 Standard DOCSIS events for CMTSes
	7.4.2.5 Event Priorities for DOCSIS and Vendor Specific Events

	7.4.3 Throttling, Limiting and Priority for Event, Trap and Syslog
	7.4.3.1 Trap and Syslog Throttling, Trap and Syslog Limiting
	7.4.3.2 Maximum Priorities for Event Reporting
	7.4.3.3 BIT Values for docsDevEvReporting [RFC 2669]

	7.4.4 Non-SNMP Fault Management Protocols

	7.5 Performance management
	7.5.1 Additional MIB implementation requirements

	7.6 Coexistence
	7.6.1 Coexistence and MIBs
	7.6.2 Coexistence and SNMP


	8 OSSI for BPI+
	8.1 DOCSIS Root CA
	8.2 Digital Certificate Validity Period and Re-issuance
	8.2.1 DOCSIS Root CA Certificate
	8.2.2 DOCSIS Manufacturer CA Certificate
	8.2.3 DOCSIS CM Certificate
	8.2.4 DOCSIS Code Verification Certificate

	8.3 CM Code File Signing Policy
	8.3.1 Manufacturer CM Code File Signing Policy


	9 OSSI for CMCI
	9.1 SNMP Access via CMCI
	9.2 Console Access
	9.3 CM Diagnostic Capabilities
	9.4 Protocol Filtering
	9.5 Management Information Base (MIB) Requirements

	10 CM Operational Status Visualization
	10.1 CM LEDs Requirements and Operation
	10.1.1 Power and self test
	10.1.2 Scanning and Synchronization to Downstream
	10.1.3 DOCSIS Upstream obtaining parameters
	10.1.4 Becoming Operational
	10.1.5 Data Link and Activity

	10.2 Additional CM Operational Status Visualization Features
	10.2.1 Software Download


	Annex A Detailed MIB Requirements (normative)
	A.1 IF-MIB ifTable MIB-Object details
	A.2 [RFC 1493] and [RFC 2863] MIB-Object Details for CCCM
	A.2.1 [RFC 1493] MIB-Object Details
	A.2.2 Implementation of [RFC 1493] MIB for CCCM
	A.2.3 [RFC 2863] ifTable MIB-Object details for CCCM


	Annex B IPDR Standards Submission for DOCSIS Cable Data Systems Subscriber Usage Billing Records
	B.1 Service Definition
	B.1.1 DOCSIS Service Requirements
	B.1.2 DOCSIS IPDR Service Usage Element List
	B.1.2.1 IPDR Information
	B.1.2.1.1 iPDRcreationTime
	B.1.2.1.2 seqNum

	B.1.2.2 CMTS Information
	B.1.2.2.1 CMTShostName
	B.1.2.2.2 CMTSipAddress
	B.1.2.2.3 CMTSsysUpTime

	B.1.2.3 Subscriber Information
	B.1.2.3.1 SubscriberId
	B.1.2.3.2 CMdocsisMode
	B.1.2.3.3 CMipAddress
	B.1.2.3.4 CPEipAddress

	B.1.2.4 Service Flow Information
	B.1.2.4.1 SFtype
	B.1.2.4.2 SFID
	B.1.2.4.3 serviceClassName
	B.1.2.4.4 SFdirection
	B.1.2.4.5 octetsPassed
	B.1.2.4.6 pktsPassed
	B.1.2.4.7 SLAdropPkts
	B.1.2.4.8 SLAdelayPkts



	B.2 Example IPDR XML Subscriber Usage Billing Records
	B.2.1 DOCSIS-3.1-B.0.xsd - DOCSIS IPDR Schema File
	B.2.2 Example IPDRDoc XML File Containing DOCSIS Subscriber Usage IPDRs


	Annex C SNMPv2c INFORM Request Definition for Subscriber Account Management (SAM) (normative)
	Annex D Format and Content for Event, SYSLOG, and SNMP Trap (normative)
	Annex E Application of [RFC 2933] to DOCSIS 2.0 Active/Passive IGMP Devices (normative)
	E.1 DOCSIS 2.0 IGMP MIBs
	E.1.1 IGMP Capabilities: Active and Passive Mode
	E.1.2 IGMP Interfaces

	E.2 DOCSIS 2.0 CM Support for the IGMP MIB
	E.2.1 igmpInterfaceTable- igmpInterfaceEntry
	E.2.1.1 igmpInterfaceIfIndex
	E.2.1.1.1 All Modes

	E.2.1.2 igmpInterfaceQueryInterval
	E.2.1.2.1 Passive Mode
	E.2.1.2.2 Active Mode

	E.2.1.3 igmpInterfaceStatus
	E.2.1.3.1 All Modes

	E.2.1.4 igmpInterfaceVersion
	E.2.1.5 igmpInterfaceQuerier
	E.2.1.5.1 Passive Mode
	E.2.1.5.2 Active Mode

	E.2.1.6 igmpInterfaceQueryMaxResponseTime
	E.2.1.6.1 Passive Mode
	E.2.1.6.2 Active Mode

	E.2.1.7 igmpInterfaceQuerierUpTime
	E.2.1.7.1 PassiveMode
	E.2.1.7.2 Active Mode

	E.2.1.8 igmpInterfaceQuerierExpiryTime
	E.2.1.8.1 Passive Mode
	E.2.1.8.2 Active Mode

	E.2.1.9 igmpInterfaceVersion1QuerierTimer
	E.2.1.9.1 Passive Mode
	E.2.1.9.2 Active Mode

	E.2.1.10 igmpInterfaceWrongVersionQueries
	E.2.1.10.1 All Modes

	E.2.1.11 igmpInterfaceJoins
	E.2.1.12 igmpInterfaceProxyIfIndex
	E.2.1.12.1 Passive Mode
	E.2.1.12.2 Active Mode

	E.2.1.13 igmpInterfaceGroups
	E.2.1.13.1 All HFC-side: n/a, read-only. Always return a value of zero (see CMCI-side).
	E.2.1.13.2 All CMCI-side: read-only. Group membership is defined to only exist on the CMCI.

	E.2.1.14 igmpInterfaceRobustness
	E.2.1.14.1 Passive Mode
	E.2.1.14.2 Active Mode

	E.2.1.15 igmpInterfaceLastMemberQueryIntvl
	E.2.1.15.1 Passive Mode
	E.2.1.15.2 Active Mode


	E.2.2 igmpCacheTable - igmpCacheEntry
	E.2.2.1 igmpCacheAddress
	E.2.2.1.1 All Modes

	E.2.2.2 igmpCacheIfIndex
	E.2.2.2.1 All Modes

	E.2.2.3 igmpCacheSelf
	E.2.2.3.1 Passive Mode
	E.2.2.3.2 Active Mode

	E.2.2.4 igmpCacheLastReporter
	E.2.2.4.1 All Modes

	E.2.2.5 igmpCacheUpTime
	E.2.2.5.1 All Modes

	E.2.2.6 igmpCacheExpiryTime
	E.2.2.6.1 All Modes

	E.2.2.7 igmpCacheStatus
	E.2.2.7.1 All Modes

	E.2.2.8 igmpCacheVersion1HostTimer
	E.2.2.8.1 Passive Mode
	E.2.2.8.2 Active Mode



	E.3 Docsis 2.0 CMTS support for the IGMP MIB
	E.3.1 igmpInterfaceTable- igmpInterfaceEntry
	E.3.1.1 igmpInterfaceIfIndex
	E.3.1.1.1 All Modes

	E.3.1.2 igmpInterfaceQueryInterval
	E.3.1.2.1 Passive Mode
	E.3.1.2.2 Active Mode

	E.3.1.3 igmpInterfaceStatus
	E.3.1.3.1 All Modes

	E.3.1.4 igmpInterfaceVersion
	E.3.1.5 igmpInterfaceQuerier
	E.3.1.5.1 Passive Mode
	E.3.1.5.2 Active Mode

	E.3.1.6 igmpInterfaceQueryMaxResponseTime
	E.3.1.6.1 Passive Mode
	E.3.1.6.2 Active Mode

	E.3.1.7 igmpInterfaceQuerierUpTime
	E.3.1.7.1 PassiveMode
	E.3.1.7.2 Active Mode

	E.3.1.8 igmpInterfaceQuerierExpiryTime
	E.3.1.8.1 Passive Mode
	E.3.1.8.2 Active Mode

	E.3.1.9 igmpInterfaceVersion1QuerierTimer
	E.3.1.9.1 Passive Mode
	E.3.1.9.2 Active Mode

	E.3.1.10 igmpInterfaceWrongVersionQueries
	E.3.1.10.1 All Modes

	E.3.1.11 igmpInterfaceJoins
	E.3.1.11.1 Passive Mode
	E.3.1.11.2 Active Mode

	E.3.1.12 igmpInterfaceProxyIfIndex
	E.3.1.12.1 Passive Mode
	E.3.1.12.2 Active Mode

	E.3.1.13 igmpInterfaceGroups
	E.3.1.13.1 Passive Mode
	E.3.1.13.2 Active Mode

	E.3.1.14 igmpInterfaceRobustness
	E.3.1.14.1 Passive Mode
	E.3.1.14.2 Active Mode

	E.3.1.15 igmpInterfaceLastMemberQueryIntvl
	E.3.1.15.1 Passive Mode
	E.3.1.15.2 Active Mode


	E.3.2 igmpCacheTable - igmpCacheEntry
	E.3.2.1 igmpCacheAddress
	E.3.2.1.1 All Modes

	E.3.2.2 igmpCacheIfIndex
	E.3.2.2.1 Passive Mode
	E.3.2.2.2 Active Mode

	E.3.2.3 igmpCacheSelf
	E.3.2.3.1 Passive Mode
	E.3.2.3.2 Active Mode

	E.3.2.4 igmpCacheLastReporter
	E.3.2.4.1 Passive Mode
	E.3.2.4.2 Active Mode

	E.3.2.5 igmpCacheUpTime
	E.3.2.5.1 Passive Mode
	E.3.2.5.2 Active Mode

	E.3.2.6 igmpCacheExpiryTime
	E.3.2.6.1 Passive Mode
	E.3.2.6.2 Active Mode

	E.3.2.7 igmpCacheStatus
	E.3.2.7.1 Passive Mode
	E.3.2.7.2 Active Mode

	E.3.2.8 igmpCacheVersion1HostTimer
	E.3.2.8.1 Passive Mode
	E.3.2.8.2 Active Mode


	E.3.3 IGMP MIB Compliance
	E.3.3.1 docsIgmpV2PassiveDeviceCompliance
	E.3.3.2 docsIgmpV2ActiveDeviceCompliance

	E.3.4 MIB Groups
	E.3.4.1 igmpV2HostMIBGroup
	E.3.4.2 igmpV2RouterMIBGroup
	E.3.4.3 igmpBaseMIBGroup
	E.3.4.4 igmpV2RouterMIBGroup
	E.3.4.5 igmpRouterMIBGroup
	E.3.4.6 igmpV2HostOptMIBGroup
	E.3.4.7 igmpV2ProxyMIBGroup



	Annex F Expected Behaviors for DOCSIS 2.0 Modem in 1.0, 1.1, and 2.0 Modes in OSS Area (normative)
	Annex G DOCS-IF-EXT-MIB (normative)
	Annex H DOCS-CABLE-DEVICE-TRAP-MIB (normative)
	Annex I Requirements for DOCS-LOADBALANCING-MIB (mandatory)
	Annex J Requirements for DOCS-QOS-MIB (mandatory)
	Appendix I Business Process Scenarios For Subscriber Account Management (informative)
	I.1 The old service model: “one class only” and “best-effort” service
	I.2 The old billing model: “flat rate” access
	I.3 A Successful New Business Paradigm
	I.3.1 Integrating "front end" processes seamlessly with "back office" functions
	I.3.2 Designing Classes of Services
	I.3.3 Usage-Based Billing
	I.3.4 Designing Usage-Based Billing Models


	Appendix II Summary of CM Authentication and Code File Authentication (informative)
	II.1 Authentication of the DOCSIS 2.0-compliant CM
	II.1.1 Responsibility of the DOCSIS Root CA
	II.1.2 Responsibility of the CM manufacturers
	II.1.3 Responsibility of the operators

	II.2 Authentication of the code file for the DOCSIS 2.0-compliant CM
	II.2.1 Responsibility of the DOCSIS Root CA
	II.2.2 Responsibility of the CM manufacturer
	II.2.3 Responsibility of CableLabs
	II.2.4 Responsibility of the operators


	Appendix III Acknowledgments (informative)
	Appendix IV Revisions (informative)
	IV.1 ECNs included in SP-OSSIv2.0-I02-020617
	IV.2 ECNs included in SP-OSSIv2.0-I03-021218
	IV.3 ECNs included in SP-OSSIv2.0-I04-030730
	IV.4 ECNs included in SP-OSSIv2.0-I05-040407


